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Abstract
The recent introduction of prompt tuning based
on pre-trained vision-language models has dramat-
ically improved the performance of multi-label im-
age classification. However, some existing strate-
gies that have been explored still have drawbacks,
i.e., either exploiting massive labeled visual data
at a high cost or using text data only for text
prompt tuning and thus failing to learn the diver-
sity of visual knowledge. Hence, the application
scenarios of these methods are limited. In this
paper, we propose a pseudo-visual prompt (PVP)
module for implicit visual prompt tuning to ad-
dress this problem. Specifically, we first learn the
pseudo-visual prompt for each category, mining di-
verse visual knowledge by the well-aligned space
of pre-trained vision-language models. Then, a co-
learning strategy with a dual-adapter module is de-
signed to transfer visual knowledge from pseudo-
visual prompt to text prompt, enhancing their vi-
sual representation abilities. Experimental results
on VOC2007, MS-COCO, and NUSWIDE datasets
demonstrate that our method can surpass state-of-
the-art (SOTA) methods across various settings for
multi-label image classification tasks. The code is
available at https://github.com/njustkmg/PVP.

1 Introduction
Multi-label image classification [Wei et al., 2016; Sun et al.,
2022; Zhou et al., 2022b; Guo et al., 2023; Mao et al., 2023]
has attracted much more attention in many areas including
machine learning, computer vision, etc. In recent years,
vision-language pre-training models [Radford et al., 2021;
Jia et al., 2021; Xu et al., 2023; Bowman et al., 2023;
Li et al., 2023; Fu et al., 2024] have exhibited remark-
able generalization capabilities by aligning visual and lan-
guage modalities to shared embedding space. Through utiliz-
ing the aligned vision-language embeddings from pre-trained
vision-language models, prompt tuning [Zhou et al., 2022a;
Gu et al., 2022; Wang et al., 2023b; Sun et al., 2023] has
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Figure 1: Different prompt tuning paradigms for multi-label image
recognition. (a). Tuning text prompt with labeled visual data. (b).
Tuning text prompt with labeled text data. (c). Tuning text prompt
with texts generated by LLMs. (d). Testing with images and text
prompt for image recognition.

emerged as a novel paradigm and significantly enhanced per-
formance in multi-label image classification [Zhou et al.,
2022b; Sun et al., 2022; Guo et al., 2023].

As a pioneering work, CoOp [Zhou et al., 2022b], which
is illustrated in Figure 1 (a) and Figure 1 (d), ingeniously de-
signed learnable text prompt combined with textual class la-
bels, aligned with images in a supervised manner via frozen
encoders. CoCoOp [Zhou et al., 2022a] explored a condi-
tional context of image strategy for unseen classes. To further
leverage aligned space of origin CLIP [Radford et al., 2021],
DualCoOp [Sun et al., 2022] encoded dual (positive and neg-
ative) prompts with partial-labeled images. DualCoOp++[Hu
et al., 2023] separately encoded evidential, positive, and neg-
ative prompts to further improve the performance. All of
these methods necessitate labeled visual data for model train-
ing. However, constructing adequate labeled visual data is
costly. And insufficient training data might hinder the learn-
ing of robust image recognition networks. Hence, the appli-
cation scenarios of these methods are limited.

Considering that the visual and text modalities are well-
aligned by pre-trained vision-language models, such as CLIP,
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TAI-DPT [Guo et al., 2023] proposed to enable low-cost text
data instead of labeled visual data to learn text prompt. In
other words, TAI-DPT leveraged publicly labeled text data
for tuning text prompt and directly classified images during
testing. The training and testing procedure of TAI-DPT is de-
picted in Figure 1 (b) and Figure 1 (d), respectively. Appar-
ently, TAI-DPT failed to learn the diversity of visual knowl-
edge because TAI-DPT only utilized text data and textual
class labels for text prompt tuning.

There also exist some more challenging scenarios com-
pared with those mentioned above. A typical scenario is that
only labeled text data of common categories is available. In
this scenario, a reliable option is to utilize the large language
models (LLMs) [OpenAI, 2023; Zeng et al., 2023] to gener-
ate sufficient pseudo text data for prompt tuning. For exam-
ple, Guangdong-Hong Kong-Macao International Algorithm
Competition1 advises using LLMs and textual class labels to
generate pseudo texts. We can use generated pseudo text data
and adopt the same strategy as TAI-DPT, which only uses
text data to perform prompt tuning. The training and test-
ing procedure is illustrated in Figure 1 (c) and Figure 1 (d),
respectively. However, for multi-label image classification,
learning a wide range of discriminative visual-level informa-
tion for each category is essential and indispensable due to
the heterogeneity between images and texts. For example,
different images with the same categories, like cars, planes,
or bags, encompass various shapes and attributes. To sum up,
existing prompt tuning based multi-label classification meth-
ods either require a large amount of labeled visual data or
fail to learn the diversity of visual knowledge if the algorithm
solely adopts text data to perform text prompt tuning.

How to reconcile this problem? In this paper, we de-
sign a pseudo-visual prompt module for visual prompt tun-
ing implicitly, mining diverse visual knowledge and explicitly
avoiding the usage of massive labeled visual data. More con-
cretely, we propose a co-learning method for both visual and
text prompt tuning, where the visual prompt tuning is per-
formed implicitly based on the pseudo-visual prompt mod-
ule. As visual and text modalities are well-aligned by pre-
trained models, we can learn diverse visual knowledge from
aligned space of CLIP instead of using massive labeled vi-
sual data. Then, we co-learn visual and text prompts with a
dual-adapter module by transferring visual knowledge from
learned pseudo-visual prompt to text prompt. Our contribu-
tions are summarized as follows:

• We design a pseudo-visual prompt module to perform
visual prompt tuning implicitly and propose a novel
transferable prompt co-learning method for both visual
and text prompt tuning for multi-label image classifica-
tion. Furthermore, our pseudo-visual prompt can be eas-
ily combined with existing methods to improve multi-
label image classification performance further.

• We co-learn visual and text prompts by leveraging a
dual-adapter module and contrastive learning for trans-
ferring visual knowledge to text prompt, thereby enhanc-
ing their visual representation capabilities.

1https://iacc.pazhoulab-huangpu.com/

• Extensive experiments on three widely-used bench-
marks, i.e., VOC2007, MS-COCO, and NUSWIDE,
show that our proposed method can outperform SOTA
methods for multi-label image classification tasks.

2 Related Work
Multi-Label Image Classification. Given an image in-
put, multi-label image classification [Wang et al., 2016;
Alfassy et al., 2019; Yang et al., 2018; Zhou et al., 2022b;
Lin, 2023; Xi et al., 2023] tries to recognize all the target
class labels. Early works [Wang et al., 2016; Wang et al.,
2017] focus on utilizing labeled visual data to learn intra-
class relationships. However, these methods usually cannot
achieve satisfactory performance when labeled visual data is
limited. Recent works [Lee et al., 2018; Alfassy et al., 2019;
Yang et al., 2021; Simon et al., 2022; Wang et al., 2023a]
pay more attention to the data-limited scenarios, including the
scenarios with zero-shot, few-shot and partial-labeled image
data, in past years.

The partial-labeled data is defined as that some class labels
of data are unknown. The authors of [Lee et al., 2018] utilized
knowledge graph to mine the relationship between different
class labels. SARB [Pu et al., 2022] tried to learn instance-
level and prototype-level semantic representations to comple-
ment unknown labels. Zero/few-shot multi-label image clas-
sification tries to learn novel class labels from limited data.
LaSO [Alfassy et al., 2019] leveraged relationships among
label sets to extract underlying semantic information for few-
shot image classification. In paper [Chen et al., 2023], the
authors introduced an embedding matrix with principal em-
bedding vectors trained using a tailored loss function.
Prompt Tuning in Multi-Modal Learning. Prompt tun-
ing [Min et al., 2022; Yan et al., 2023; Yang et al., 2023;
Bowman et al., 2023; Yu et al., 2023] has emerged as a
promising technique in computer vision and natural language
processing, offering a parameter-efficient way to leverage
large pre-trained models. KnowPrompt [Chen et al., 2022]
involved injecting knowledge into a prompt template and
encoding rich semantic knowledge among entities and rela-
tions. Pro-Tuning [Nie et al., 2022] learned task-specific vi-
sual prompt for downstream input images while keeping the
pre-trained model frozen.

Amidst the progress in multi-modal pre-training, re-
searchers have explored the application of prompt tuning in
the multi-modal domain. CoOp [Zhou et al., 2022b] modi-
fied the pre-trained vision-language models for image recog-
nition tasks by employing learnable prompt context vectors.
DualCoOp++ [Hu et al., 2023] efficiently adapted a pow-
erful vision-language model with partial-labeled images by
introducing evidence-guided region feature aggregation and
winner-take-all modules to improve spatial aggregation and
inter-class interaction. These methods necessitated visual
modality and textual class labels as default prerequisites in
both training and testing. Consequently, TAI-DPT [Guo et
al., 2023] extended this paradigm by treating texts as images
for zero-shot image recognition, storing the aligned vision-
language information from CLIP into text prompt without
seeing any image during training.
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Figure 2: Pseudo-Visual Prompt Learning and Transferable Prompt Co-Learning. Sub-Figure (a) presents the class-specific pseudo-visual
prompt module. The global text embedding and pseudo-visual prompt embedding are obtained from the frozen CLIP image and text encoders.
The corresponding cosine similarity between the embeddings is guided by the noun-filtered labels with ranking loss. Sub-Figure (b) presents
the transferable prompt co-learning module. We perform contrastive learning between the pseudo-visual prompt and the text prompt to
enhance the prompts’ visual diversity representation capability.

Prompt tuning based methods can boost the performance
of multi-label image classification. However, these methods
either require a large amount of labeled visual data or fail to
learn the diversity of visual knowledge. In this paper, we pro-
pose a novel transferable prompt co-learning method to solve
this problem by designing a pseudo-visual prompt module.

3 Methodology
In this section, we introduce the architecture of our proposed
pseudo-visual prompt (PVP) method in detail. The whole ar-
chitecture of our proposed method is illustrated in Figure 2.
Our proposed method comprises two key phases: the pseudo-
visual prompt learning phase and the transferable prompt co-
learning phase. During training, these two phases will be per-
formed sequentially. In practice, we observed that direct co-
learning pseudo-visual prompt and text prompt, without pre-
learning pseudo-visual prompt, will lead to difficulty in con-
vergence of pseudo-visual prompt. The reason is that the PVP
is initialized randomly without textual class labels while the
text prompt combines textual class labels. Hence, we adopt
the two-stage learning strategy for our proposed method. Fur-
thermore, we introduce two training text construction strate-
gies for the scenarios of labeled visual data and unavailable
text data respectively.

3.1 Pseudo-Visual Prompt Learning
The accurate learning of diverse and comprehensive visual
knowledge for each class label is pivotal for image classifica-
tion tasks. Text prompt, combined with textual class labels,
can only capture visual information aligned with the textual
class labels from the aligned space. Hence, we propose a
pseudo-visual prompt module, aiming to construct a class-
specific visual prompt for each category and leverage the im-

age encoder, text encoder, and aligned space of CLIP to op-
timize the pseudo-visual prompt, learning the generic visual
knowledge for each category.

As shown in Figure 2 (a), we innovatively design the class-
specific pseudo-visual prompt for each category without com-
bining them with any explicit visual or textual labels. Image
modality encompasses a wide range of diversity, which has
been learned in the well-aligned space of CLIP. Hence, the
class-specific pseudo-visual prompt can learn and store the
unique visual knowledge of each category. More concretely,
the pseudo-visual prompt is defined as:

P = [ p1,p2,p3, ...,pN ], (1)

where pi ∈ RH×W×3 denotes class-specific pseudo-visual
prompt for i-th class, H and W are equal in size, N is the
number of class labels. Note that the number of pseudo-visual
prompt is batch-size agnostic and equals the number of target
categories.

Then, we utilize the well-aligned space of CLIP, collected
text training data, and frozen image/text encoder to learn
pseudo-visual prompt. The learning procedure of pseudo-
visual prompt can be formalized as follows:

⟨Ωaligned,T , ϕ, ψ⟩ → ⟨P ⟩,
where T represents the collected labeled text data or pseudo
text data generation by LLMs, Ωaligned represents the origin
CLIP’s aligned shared space, ϕ(·) and ψ(·) refer to the frozen
text and image encoders of CLIP, respectively. As for the in-
put text T , we directly follow the origin CLIP to obtain the
global text embedding by projecting the feature of the last
“<EOS>” token. The global visual embedding for each cat-
egory of P is obtained by visual attention pooling. Hence,
we have:

H = ϕ(T ), V = ψ(P ),



where H ∈ RB×D denotes the extracted normalized global
text embeddings of a batch, and V ∈ NN×D denotes the
normalized global visual embeddings of N pseudo-visual
prompts. For a specific text ti ∈ T in a batch, the similar-
ity of text ti and pseudo-visual prompt can be computed by:

sij = ⟨hi, vj⟩, ∀j ∈ {1, 2, 3, ..., N}. (2)

Here, hi ∈ H,vj ∈ V denote the global text embedding of
text ti and the global visual embedding of j-th pseudo-visual
prompt, respectively. We then perform noun filtering to ob-
tain the positive and negative labels. Specifically, given a text
embedding hi and a pseudo-visual prompt embeddings vj ,
if the class label filtered from input text by noun filtering is
contained in the target category set, hi and vj are positive
pair. Otherwise, they are negative pairs. We employ the rank-
ing loss to measure the discrepancy between similarity scores
and text labels following the setting of TAI-DPT [Guo et al.,
2023]:

LPV P =
1

B

B∑
k=1

∑
i∈{c+}

∑
j∈{c−}

max(0,m− ski + skj), (3)

where c+ and c− are positive labels and negative labels, ski
and skj are positive pair and negative pair similarities de-
scribed in Equation (2), m is the margin used to measure
the difference between each pair of predicted values. During
training, we fix the text encoder and image encoder and only
learn the pseudo-visual prompt by optimizing the objective
function in Equation (3).

3.2 Transferable Prompt Co-Learning
After the first learning phase, the diverse class-specific vi-
sual knowledge is well aligned with class labels and stored
in pseudo-visual prompt. Furthermore, inspired by TAI-
DPT [Guo et al., 2023], we design contrastive loss and a dual-
adapter module to co-learn the pseudo-visual prompt and text
prompt by transferring visual information to the text prompt.
Here, the pseudo-visual prompt is initialized by the learned
pseudo-visual prompt in the first phase.

Figure 2 (b) illustrates the transferable prompt co-learning
procedure. We first adopt the same definition of pseudo-
visual prompt P from Equation (1) during this phase. Then,
we define the text prompt as follows:

∀i ∈ {1, 2, . . . , N}, Ri = [ r1, r2, ..., rM , gi ],

S = [ R1,R2, . . . ,RN ],

where gi denotes word embedding of the i-th class label, ri
is a learnable context vector of text prompt and M denotes
the number of text prompt.

Then, we utilize image and text encoders from CLIP to
obtain pseudo-visual prompt, text prompt and global text em-
beddings.

V = ψ(P ), H = ϕ(T ), I = ϕ(S).

To mine the knowledge of origin CLIP and downstream task,
we apply an identical adapter module [Gao et al., 2021] for
image encoder and text encoder, a.k.a., a dual-adapter mod-
ule. Both image and text adapter consist of two fully con-
nected layers, an activation function, and a residual connec-
tion. We apply an image adapter for pseudo-visual prompt

and a text adapter for both text prompt and global text em-
bedding extraction. Then, we have:

U = (1− λ)g(V ) + λV ,

G = (1− λ)h(H) + λH,

E = (1− λ)h(I) + λI.

(4)

Here, g(·) and h(·) denote the adapter functions for image and
text modality, respectively. And λ ∈ [0, 1] denotes the weight
between feature from adapter module and feature from im-
age/text encoder. Please note that text prompts and global
text utilize the same adapter in Equation (4), which means
text adapter is a parameter-sharing network for text prompt
and global text learning.

After embedding extraction, we design the objective func-
tion for pseudo-visual prompt and text prompt co-learning.
We present the objective function based on the given pseudo-
visual prompt, text prompt and global text embeddings.
Specifically, we first utilize contrastive loss to preserve the
similarity between pseudo-visual prompt and text prompt of
N class labels. The similarity matrix can be obtained by:
UET ∈ RN×N . And the ground truth for pseudo-visual
prompt and text prompt of N class labels is an identity ma-
trix. Note that the size of similarity matrix is batch-size ag-
nostic and equals the number of target categories N . Thus,
the contrastive loss can be written as:

pv2tij =
exp

(
s(ui, ej)/τ

)∑N
k=1 exp

(
s(ui, ek)/τ

) ,
pt2vij =

exp
(
s(ui, ej)/τ

)∑N
k=1 exp

(
s(uk, ej)/τ

) ,
Lvtc =

1

2

[
lCE(y

v2t, pv2t) + lCE(y
t2v, pt2v)

]
,

where pv2tij and pt2vij denote the softmax-normalized similar-
ity from pseudo-visual prompt to text prompt and from text
prompt to pseudo-visual prompt, respectively. τ denotes the
temperature scale parameter. lCE denotes cross-entropy loss.
∀i, j ∈ {1, 2, . . . , N}, yv2tij , yt2vij ∈ {0, 1} denote the simi-
larity ground-truth of text prompt and pseudo-visual prompt.
yv2tij = 1 if text prompt ti and pseudo-visual prompt pj be-
long to the same category, and yv2tij = 0 otherwise. The defi-
nition of yt2vij is the same with yv2tij .

Moreover, we utilize ranking loss to obtain Lvisual and
Ltext similar to Equation (3). Specifically, we use Lvisual to
measure the disparity between global text and pseudo-visual
prompt. The Lvisual can be formulated as follows:
svij = ⟨gi, uj⟩, ∀j ∈ {1, 2, 3, ..., N},

Lvisual =
1

B

B∑
k=1

∑
i∈{c+}

∑
j∈{c−}

max(0,m− svki + svkj).

Similarly, the Ltext that measures the disparity between
global text and text prompt can be formulated as follows:

stij = ⟨gi, ej⟩, ∀j ∈ {1, 2, 3, ..., N},

Ltext =
1

B

B∑
k=1

∑
i∈{c+}

∑
j∈{c−}

max(0,m− stki + stkj).



Finally, we get the total training loss by combining Lvtc,
Lvisual and Ltext:

L = Lvtc + Lvisual + Ltext. (5)

During training procedure, we fix the image and text en-
coder from CLIP and learn pseudo-visual prompt, text prompt
and dual-adapter by optimizing the objective function in
Equation (5).

3.3 Training Text Data Construction
In this section, we discuss the training text data construc-
tion for different application scenarios. To obtain training
text data in this paper, we utilize two strategies, i.e., human-
annotated labeled text data construction [Guo et al., 2023]
and LLMs-based pseudo text data construction. The first
strategy was introduced by TAI-DPT [Guo et al., 2023],
and we follow the setting of TAI-DPT. Specifically, we
directly employ public object detection datasets like MS-
COCO [Lin et al., 2014] and localized narratives [Krasin et
al., 2017] to form labeled text data. For the second strategy,
pseudo text data is generated using constructed templates and
LLMs [OpenAI, 2023; Zeng et al., 2023] for automatic gen-
eration. Concretely, we first combine several class labels with
a query template to construct a query prompt. Then, we uti-
lize LLMs to generate pseudo text data. We provide a query
prompt example as follows:
PROMPT: Make a sentence to describe a photo. Require-
ments: Each sentence should be less than 15 words and in-
clude keywords: car, dog, cat.

To filter out the unreliable texts generated by LLMs, we re-
input the generated text data into LLMs with another query
template:
PROMPT: Will the scene described in this text appear in re-
ality? Scene: + “{text}”.

Moreover, we judge the reasonableness of the text through
the output likely/unlikely. For word-level filtered labels in in-
put text, we follow the setting of TAI-DPT [Guo et al., 2023]
using NLTK2 to perform noun filtering. More details of the
query prompts, examples and noun filtering are provided in
the supplementary materials.

3.4 Model Inference
During testing procedure, we first replace the input text data
with testing images and utilize the image encoder of CLIP to
obtain the image embeddings. Then, we utilize image embed-
dings to compute visual and textual cosine similarities with
class label embedding generated by the pseudo-visual prompt
and the text prompts, respectively. The final classification
score is obtained by fusing the visual and textual cosine sim-
ilarity.

4 Experiments
4.1 Experiment Setup
Datasets. We evaluate our proposed PVP on VOC2007 [Ev-
eringham et al., 2010], MS-COCO [Lin et al., 2014], and
NUSWIDE [Chua et al., 2009] datasets. The VOC2007

2https://www.nltk.org/

dataset contains 20 categories with 5,011 images for training
and 4,952 images for testing. The MS-COCO dataset con-
tains 80 categories divided into training, testing, and valida-
tion sets. We use its training set (82,081 images) for training
and validation set (40,504 images) for testing in our experi-
ments because the class labels of origin testing are unavail-
able. The NUSWIDE dataset contains 81 categories with
161,789 training images and 107,859 testing images to val-
idate our method.

To construct the labeled training text data, we follow
the setting of TAI-DPT [Guo et al., 2023]. More con-
cretely, we extract 100K coco-captions as the text training
data for VOC2007 and MS-COCO, and localized narratives
from OpenImages [Krasin et al., 2017] for NUSWIDE. For
the pseudo text data generated by LLMs, we adopt Chat-
GLM [Zeng et al., 2023] to generate 500k pseudo texts
for pseudo-visual prompt learning, and 200k for transferable
prompt co-learning. Then we use an identical query prompt
and the different number of categories for different datasets,
i.e., 20 categories for VOC2007 dataset, 80 categories for
MS-COCO dataset, and 81 categories for NUSWIDE dataset.
Implementation Details. For fair comparison, we follow
the setting of TAI-DPT [Guo et al., 2023] to choose CLIP
ResNet-50 [He et al., 2016] as image encoder and the cor-
responding CLIP Transformer [Vaswani et al., 2017] as text
encoder. We adopt SGD algorithm to perform prompt learn-
ing for both two phases. The margin is set to be 1 for the
ranking loss in both two phases.

For the pseudo-visual prompt learning, we initialize an
identical class-specific visual prompt of size 224 × 224 × 3
for each category. All to be learned prompts are randomly ini-
tialized by the same mean and standard value, i.e., mean =
0, std = 0.02. To perform pseudo-visual prompt learning,
both visual and text encoders are frozen, and only prompts are
optimized. The training epoch is set to be 40 for all datasets.
The learning rate is empirically initialized with 0.1 and de-
cayed through cosine annealing during training.

For the transferable prompt co-learning, we use the learned
PVP in the first phase to initialize the pseudo-visual prompt.
We follow the setting of TAI-DPT [Guo et al., 2023] to ini-
tialize text prompt by randomly sampling from a Gaussian
distribution with mean being 0 and variance being 0.02, and
the length of text prompts is set to 16. In this phase, the im-
age and text encoders are also frozen while the pseudo-visual
prompt, text prompt, and dual-adapter module are optimized.
The hyper-parameter τ is set to be 0.02. The training epoch
is set to 20 for all datasets. The learning rate is set to be 1e-
4 and 1e-6 for text prompt and pseudo-visual prompt learn-
ing and decay by cosine annealing, respectively. The hyper-
parameter λ of dual-adapter module is set to be 0.5.

4.2 Comparison with SOTA Methods
Results on Zero-Shot Task. To validate the effectiveness of
our proposed pseudo-visual prompt, we compare its perfor-
mance with zero-shot CLIP (ZSCLIP) [Radford et al., 2021]
and the current SOTA method3 TAI-DPT [Guo et al., 2023]

3Comparison results with recent work TAI-Adapter [Zhu et al.,
2023] submitted to arXiv are reported in supplementary materials.



Table 1: The mAP results for zero-shot setting on all datasets. The best performance
is shown in boldface. (480) denotes the image resolution during inference

Method VOC2007 MS-COCO NUSWIDE
Label Pseudo Label Pseudo Label Pseudo

ZSCLIP 77.3 49.7 37.4
TAI-DPT 88.3 88.1 65.1 64.6 46.5 47.3
PVP 88.6 88.9 67.7 67.5 47.6 49.3
TAI-DPT (480) 88.3 88.4 67.2 66.6 42.9 44.1
PVP (480) 89.7 90.0 70.9 70.8 44.3 46.0

Table 2: The mAP results for comparison with
few-shot methods on MS-COCO dataset.

Method 0-shot 1-shot 5-shot
LaSO - 45.3 58.1
ML-FSL - 54.4 63.6
KGGR - 52.3 63.5
NLC - 56.8 64.8
TAI-DPT 59.2 - -
PVP 62.1 - -
PVP (480) 64.4 - -
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Figure 3: Results for few-shot setting, where the performance of PVP*/TAI-DPT* integrate the predictions of PVP/TAI-DPT and CoOp.

on all datasets. Table 1 presents the results of our proposed
method and baselines on all datasets. In Table 1, “Label”
and “Pseudo” denote the training with labeled text data (e.g.
coco-caption [Lin et al., 2014], localized narratives [Krasin et
al., 2017]) and pseudo text data generated by LLMs, respec-
tively. “(480)” denotes that the image resolution is set to be
480× 480 during inference.

From Table 1, we can see that our proposed method can
achieve the best zero-shot multi-label image recognition per-
formance on all three datasets in all cases. On MS-COCO
dataset trained with label text and pseudo text data, our
method significantly outperforms TAI-DPT by a large margin
of 3.7% and 4.2% points respectively on 480 × 480 resolu-
tion. On VOC2007 and NUSWIDE datasets, our method also
improves by 1∼2% points over TAI-DPT on both labeled and
pseudo text data. The results demonstrate that our method is
without relying on any labeled visual and text data, making it
more valuable for real-world application scenarios. Notably,
we found that on NUSWIDE dataset, all methods perform
better on pseudo data than labeled data. This might be due to
the texts generated by the LLMs being closer to the original
training data of CLIP than the localized narrative [Krasin et
al., 2017]. Moreover, the performance on NUSWIDE dataset
with higher image resolution is worse than that with lower
image resolution. This is due to the resolution of testing im-
ages are smaller (about 200× 200) than 480.
Results on Few-Shot Task. For few-shot task, we select
LaSO [Alfassy et al., 2019], ML-FSL [Misra et al., 2016]
and TAI-DPT as baselines and compare the performance of
these methods. The LaSO and ML-FSL are used for few-shot
setting. Meanwhile, TAI-DPT and our proposed method are
used for zero-shot setting. LaSO [Alfassy et al., 2019] and
ML-FSL [Misra et al., 2016] require labeled visual data for
training. Hence, for the few-shot setting, we select 64 cat-

egories in MS-COCO as normal classes, and the remaining
16 (bicycle, boat, stop sign, bird, backpack, frisbee, snow-
board, surfboard, cup, fork, spoon, broccoli, chair, keyboard,
microwave, and vase) as novel classes. For few-shot task,
the results are reported in Table 2. From Table 2, we can
find that our method outperforms TAI-DPT by a large mar-
gin of 5.2% points. Furthermore, our proposed method also
surpasses ML-FSL trained on 5-shot samples by 0.8% points.

Furthermore, following the same setting of TAI-DPT [Guo
et al., 2023], we randomly sample 1, 2, 4, 8, and 16 samples
for each class to train the model, and integrate the predictions
conveniently with CoOp [Zhou et al., 2022b]. The results
are reported in Figure 3. In Figure 3, “PVP*” denotes that
the performance is calculated by integrating the predictions
of CoOp and our PVP when testing. The definition of “TAI-
DPT*” is similar to “PVP*”. From Figure 3, we can find
that our proposed method achieves the best performance on
various few-shot settings on all datasets without seeing any
labeled visual data.
Results on Partial-Label Task. For partial-label task, we se-
lect SARB [Pu et al., 2022] and DualCoOp [Sun et al., 2022]
as baselines. Following the setting of TAI-DPT [Guo et al.,
2023], we use visual training sets with different proportions
to complete the training of the SARB and DualCoOp meth-
ods. For our proposed method and TAI-DPT, we integrate the
predictions of these methods with DualCoOp. The results are
shown in Table 3. We can see that PVP* can achieve higher
performances than TAI-DPT* in most cases on all datasets
after further integrating PVP and TAI-DPT with DualCoOp.

4.3 Visualization
To validate the effectiveness of our proposed method, we
conduct several visualization experiments, demonstrating that
pseudo-visual prompt are better at focusing on diverse visual



Table 3: The mAP results for partial-label setting on all datasets, where the performance of PVP*/TAI-DPT* integrates the predictions of
PVP/TAI-DPT and DualCoOp. The best performance is shown in boldface.

Datasets Method 10% 20% 30% 40% 50% 60% 70% 80% 90% Avg.

VOC2007

SARB 83.5 88.6 90.7 91.4 91.9 92.2 92.6 92.8 92.9 90.7
DualCoOp 91.4 93.8 93.8 94.3 94.6 94.7 94.8 94.9 94.9 94.1
TAI-DPT* 93.3 94.6 94.8 94.9 95.1 95.0 95.1 95.3 95.5 94.8
PVP* 93.7 94.4 94.7 95.1 95.1 95.2 95.2 95.3 95.3 94.9

MS-COCO

SARB 71.2 75.0 77.1 78.3 78.9 79.6 79.8 80.5 80.5 77.9
DualCoOp 81.0 82.3 82.9 83.4 83.5 83.9 84.0 84.1 84.3 83.3
TAI-DPT* 81.5 82.6 83.3 83.7 83.9 84.0 84.2 84.4 84.5 83.6
PVP* 81.8 82.8 83.3 83.6 83.9 84.1 84.3 84.6 84.8 83.7

NUSWIDE
DualCoOp 54.0 56.2 56.9 57.4 57.9 57.9 57.6 58.2 58.8 57.2
TAI-DPT* 56.4 57.9 57.8 58.1 58.5 58.8 58.6 59.1 59.4 58.3
PVP* 56.9 58.4 58.9 59.3 59.5 59.7 59.9 60.1 60.2 59.2

T
A

I-D
P

T
P

V
P

Car Bench

R
aw

 Im
ag

e

Figure 4: Visualization of PVP and TAI-DPT methods.

information. Specifically, we first select some common class
labels, such as car and bench. Then, we randomly select sev-
eral images of these class labels with different attributes, such
as shape, color, size, etc. We then visualize the correlation be-
tween the class prompt embeddings of the PVP and TAI-DPT
methods and the local image features. The results are shown
in Figure 4. From Figure 4, we can find that compared with
TAI-DPT, PVP can learn extensive features with higher rel-
evance to the class label in different scenes where the object
has different shapes or different attributes, and can accurately
identify the position of the object even in dark light, bright
light or occlusion scenarios. Hence, we demonstrate that our
method can learn diverse and comprehensive visual knowl-
edge for each category through pseudo-visual prompt. More
visualization results are provided in the supplementary mate-
rials.

4.4 Further Analysis
Ablation Study. To evaluate the effectiveness of our meth-
ods, we study the influence of different components, in-
cluding pseudo-visual prompt, dual-adapter, and contrastive
learning (respectively abbreviated as PVP, DA, cLoss in Ta-
ble 4). From Table 4, we can observe that all components can
improve the performance and the PVP module can boost the
most significant improvement.
Sensitivity to Hyper-Parameter. In addition, we further ex-
plore the impact of the quantity of text training data on the
performance of our method on MS-COCO dataset. To elim-
inate the influence of different data sources, we mix labeled

Table 4: Ablation study for our proposed method.

PVP DA cLoss VOC2007 MS-COCO NUSWIDE
× × × 88.1 64.2 47.0
✓ × × 89.1 68.6 48.8
✓ ✓ × 89.4 69.7 48.9
✓ × ✓ 89.7 69.9 48.9
✓ ✓ ✓ 90.0 70.8 49.3
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Figure 5: The mAP value with different number of text data on MS-
COCO dataset.

text and pseudo text data generated by the LLMs and ran-
domly sample different quantities of text as the training set,
as shown in Figure 5. From Figure 5, we can see that as the
number of sampled text data increases, the mAP result in-
creases at the beginning and then remains unchanged. In our
experiment, we set the number of text data as 200K. More ex-
perimental results can be found in supplementary materials.

5 Conclusion
In this paper, we design a novel pseudo-visual prompt module
based on pre-trained vision-language models for multi-label
image classification tasks. Thus, we can learn diverse visual
knowledge from aligned space of CLIP instead of using mas-
sive labeled visual data. By leveraging a contrastive loss and
dual-adapter module to co-learn the visual and text prompts,
our proposed method can enhance the visual representation
capabilities. Experiments verify that our PVP method can
achieve the best performance compared with the SOTA meth-
ods across various datasets.
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A Appendix Overview
Here we provide more information about our proposed PVP,
more ablation studies, and visualization results. The appendix
is organized as follows. In Appendix B, we introduce the
construction of text training data in detail and present exam-
ples of generated text data and synonym dictionaries. In Ap-
pendix C, we compare our method with the recent work TAI-
Adapter with different LLMs of text generation. We further
present more visualization results on the MSCOCO dataset
in Appendix D and conduct hyper-parameter experiments in
Appendix E.

B Training Text Data Construction
We present the details of the training text data construction in
this section.
Human-Annotated Labeled Text Data Construction. For
VOC2007 [Everingham et al., 2010] and MS-COCO [Lin et
al., 2014] benchmarks, we obtain the labeled coco-captions
from MS-COCO, each text succinctly describes a natural
scene, with a maximum length of 25. For NUSWIDE [Chua
et al., 2009] dataset, we collect localized narratives from the
OpenImages [Krasin et al., 2017]. Each text contains detailed
content descriptions, with a maximum length of 60. The ex-
amples are shown in Figure 6.

• A young boy stares up at the computer monitor.
• Man in all black doing a trick on his skateboard.
• Men are crowded on back of a overloaded pickup truck.
• The woman in the kitchen is holding a huge pan.
• People riding bicycles down the road approaching a bird.
• A bathroom with a walk in shower currently under repair.
• There is a bathtub and a counter in a bathroom.
• A standing toilet in a bathroom next to a window.
• A large porcelain toilet posed with a tan flower pot.
• ...

(a) COCO-Caption

(b) Localized narratives

• The image shows that there are three buses , a car and a 
lorry on the road. Here we can see buildings , windows 
and air conditioners. We can also see a street light and 
this is a tree. Man in all black doing a trick.

• In this picture we can see one person is standing and 
talking with the microphone in front of the desk, side 
we can see on a table covered with white cloth, on it 
we have flower, bottles, glasses. beside the table they 
is a display board. The woman is holding a huge pan.

• ...

Figure 6: Labeled text data constructed from COCO-Caption of MS-
COCO and localized narratives of OpenImages.

LLMs-based Pseudo Text Data Construction. We de-
scribe the LLMs-based pseudo text data construction in de-
tail. Figure 7 illustrates the process of LLMs generating

LLMs

car, person

vase, airplane

. . .

Sampling [car, dog]

Input

Generate

Prompt：“Will the scene 

described in this text appear in 

reality? Scene: ” + [text]

[text]

Input

Generate

likely

1. A colorful autumn foliage 

scene with a car at the center.

2. A woman play frisbee with a 

dog on a mountain trail.

3. The dog sitting by a bench, 

with a sink in the background.

...

1. A colorful autumn foliage 

scene with a car at the center.

2. A woman play frisbee with a 

dog on a mountain trail.

3. The dog sitting by a bench, 

with a sink in the background.

...

Category Labels Texts Generated by LLMs

Filter
Prompt："Make a sentence to 

describe ... less than 15 words 

and include:" + [Words] + "!"

Prompt："Make a sentence to 

describe ... less than 15 words 

and include:" + [Words] + "!"

1. A car with a umbrella in the 

sky, surrounded by kites.

2. A colorful autumn foliage 

scene with a car at the center.

...

LLMs

It is likely/unlikely 

that a scene of ...

It is likely/unlikely 

that a scene of ...

Figure 7: Pseudo text generated by LLMs. Via labels sampling and
rationality judgment, obtaining semantically reasonable sentences.

pseudo text data through artificially designed prompt tem-
plates and a set of category labels. Given a target category set
C = {c1, c2, . . . , cN}, where N denotes the number of cat-
egories and ci denotes a particular class, we design a query
prompt as follows:
PROMPT: Make a sentence to describe a photo. Require-
ments: Each sentence should be less than 15 words and in-
clude keywords: {ci1 , ci2 , . . . , cil}.
Here {ci1 , ci2 , . . . , cil} ⊂ C and l ≤ 3. Then, we randomly
sample l categories {ci1 , ci2 , . . . , cil} and input the query
prompt to LLMs for generating pseudo text descriptions au-
tomatically. To filter out the unreliable sentences generated
by LLMs, we re-input the generated text data into LLMs with
another query template:
PROMPT: Will the scene described in this text appear in re-
ality? Scene: + “{text}”.
Then we judge the reasonableness of the sentence through
the output likely/unlikely. For word-level filtered labels in in-
put sentences, we follow the setting of TAI-DPT [Guo et al.,
2023], using NLTK4 to perform noun filtering. Due to each
target category has synonyms with similar meanings, these
synonyms also need to be mapped into the class label. Hence,
we construct a synonym dictionary, which includes common
synonyms of each class in the target dataset. As shown in
Figure 8, all the words in each row belong to the same class
label. We utilize the synonym dictionary and conduct noun
filtration by tokenizing and lemmatizing the words to search
for sentences that contain at least one synonym name. The
text data that do not match any synonym is discarded. This
simple noun filtering strategy ensures that each input text con-
tain at least one class label for prompt tuning.

In Figure 9, we provide an example for labeled text data

4https://www.nltk.org/



Table 5: Comparison with TAI-Adapter on all datasets. The best performance is shown in boldface.

Method LLM VOC2007 MS-COCO NUSWIDE
TAI-DPT N/A 88.3 65.1 46.5

TAI-Adapter Vicuna-33b 89.0 67.7 53.3
PVP ChatGLM 88.9 67.5 49.3
PVP Vicuna-33b 89.5 68.9 51.4

['person', 'human', 'people', 'man', 'woman', 'passenger']

['bicycle', 'bike', 'cycle']

['car', 'taxi', 'auto', 'automobile', 'motor car']

['motor bike', 'motor cycle']

['aeroplane', "air craft", "jet", "plane", "air plane"]

['train', 'rail way', 'railroad']

['handbag', 'hand bag', 'pocketbook', 'purse']

['baseball glove', 'baseball mitt', 'baseball game glove']

['potted plant', 'house plant', 'bonsai', 'pot plant']

...

Synonym Dictionary of MS-COCO

Figure 8: Illustration of synonym dictionary.

construction. Given a set of target categories, we randomly
sample several categories, such as person, bench. etc. These
categories and the first prompt are constructed into a input
template that can be processed by LLMs [Zeng et al., 2023],
thereby generating a group of short text sentences, such as
“A bench in a post office with a person sitting on it”. We
then design a rationality judgment template, and concatenate
it with the text sentences obtained from the previous dialogue
and input it into the LLMs again. Based on the generated
results, we retain sentences with reasonable content, thereby
forming noisy text training data.

C Comparison with TAI-Adapter
Recent work TAI-Adapter [Zhu et al., 2023] proposed to us-
ing a random perturbation mechanism to enhance the trans-
ferable capability of the adapter module. TAI-Adapter also
required to use massive label visual data during training like
TAI-DPT. We compare TAI-Adapter with our method in this
section.

TAI-Adapter utilizes the Vicuna-33b-1.3v [Chiang et al.,
2023] to construct training text data. For fair comparison,
we adopt the same LLMs to construct training text data for
PVP. The mAP results5 are reported in Table 5. From Ta-
ble 5, we can find that our proposed PVP can outperform
TAI-Adapter in most cases when we utilize Vicuna-33b-1.3v

5The results of TAI-Adapter are directly referred from the origin
paper.
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Figure 9: Pseudo text generated by LLMs. Semantically reasonable
sentences are obtained via labels sampling and rationality judgment.

to generate training text data. Moreover, by comparing the
mAP results based on ChatGLM and Vicuna-33b-1.3v for our
proposed method, we can find that the mAP with Vicuna-33b-
1.3v is higher than that with ChatGLM. The reason is that the
Vicuna-33b-1.3v can extract more diverse features than Chat-
GLM.

D Visualization Results
In this section, we illustrate more visualization results. In Fig-
ure 10, we provide some examples that are randomly selected
for visualization. Specifically, we randomly select several
common target categories and their corresponding raw im-
ages, visualizing the correlation between local image features
and class prompt embeddings of TAI-DPT and our method
PVP. For raw image, we present the ground-truth category la-
bels. We also compute the similarities between global image
feature and class prompt embeddings of TAI-DPT and PVP.
And we present the top 5 categories with the highest predic-
tion confidence from different methods. Figure 10 presents
the visualization results for the categories including “bicy-
cle”, “hot dog”, “airplane” and “television”. From Figure 10,
we can see that our method can learn more diverse and com-
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Figure 10: Visualization results for categories “bicycle”, “hot dog”, “airplane” and “television”.

prehensive features. For the images whose shapes and at-
tributes are different but with the same category labels, the
accuracy of our method is higher than that of TAI-DPT.

E Further Analysis
E.1 Ablation Study
Training Loss. We discuss the impact of different loss func-
tion on multi-label image recognition performance. For the
contrastive training of visual and text prompts, we compare
contrastive loss and ranking loss. The same loss settings are
also used for the contrastive training of prompts and global
text features. The results are shown in Table 6. In Table 6,
“CE” and “RL” denote the cross-entropy and ranking loss,
respectively. As shown in Table 6, applying cross-entropy
loss between prompts and ranking loss between prompts and
text features achieves the highest multi-label image recogni-
tion performance on VOC2007, MS-COCO, and NUSWIDE
datasets.

E.2 Sensitivity to Hyper-Parameters
In this section, we present the influence of hyper-parameters,
including pseudo-visual prompt size (H and W ), training
epochs of the first stage.

Table 6: Ablation study for different loss function on all datasets.

Lvisual/Ltext Lvtc VOC2007 MS-COCO NUSWIDE
CE CE 87.9 68.6 48.3
RL RL 87.4 67.8 47.5
CE RL 84.7 65.5 45.6
RL CE 90.1 70.8 49.3

Prompt Size. Pseudo-visual prompts are processed through
an image encoder, with a size of H ×W × 3. Therefore, we
explore the impact of different prompt sizes on multi-label
image classification performance. In Table 7, for VOC2007,
MS-COCO, and NUSWIDE, as the prompt size gradually in-
creases, the image recognition performance on all datasets
shows a trend of first rising and then falling, reaching the best
performance at the size of 224 × 224 × 3. This indicates
that larger prompt size can learn more extensive and diverse
visual knowledge to co-learn visual and text prompts. How-
ever, an overly large prompt size will overfit the text training
data, leading to weaker generalization ability in image test-
ing, thereby affecting the performance of image recognition.
Length of text prompt. In our method, we set the length
of the text prompt to 16 following the previous SOTA TAI-
DPT. Here, we conduct several experiments to compare the



Table 7: Ablation study for the initialized size of pseudo-visual
prompt on all datasets.

PVP VOC2007 MS-COCO NUSWIDE
96× 96× 3 89.4 69.9 48.5
128× 128× 3 89.6 70.5 48.9
160× 160× 3 89.8 70.7 48.9
224× 224× 3 90.1 70.8 49.3
288× 288× 3 89.9 70.5 49.2
324× 324× 3 89.8 70.6 48.9

Table 8: Results of the parameter analysis.

M 8 12 16 20 24
mAP 70.40 70.56 70.78 70.71 70.74
λ 0.2 0.4 0.5 0.6 0.8

mAP 70.23 70.62 70.78 70.75 70.64

influence of different prompt lengths on MSCOCO dataset.
From Table 8, the prompt length (parameter M) ranges from 8
to 24, we can see the performance of different prompt lengths
is similar to others, and the larger size of the prompt can not
further improve the image classification results.
Weight of dual-adapter and CLIP. Dual-adapter is designed
to both learn the new knowledge of downstream datasets and
maintain the origin knowledge of the pretrained CLIP. There-
fore, we explore the weight of dual-adapter and origin CLIP
to evaluate the importance of both the downstream MSCOCO
dataset and CLIP. From Table 8, the weight, denoted as λ,
ranges from 0.2 to 0.8, PVP achieves the best performance
with the lλ being 0.5, demonstrating the knowledge informa-
tion of MSCOCO and origin CLIP are equally important.

Table 9: Analysis for γ, η, and ν.

γ η ν MSCOCO
1 1 1 70.78
1 2 3 70.62
1 3 2 70.63
2 1 3 70.76
2 3 1 70.80
3 1 2 70.65
3 2 1 70.69

Weights of Loss: Here, we provide the experimental results
with different loss weights. We first rewrite the objective
function as L = γLvtc+ ηLvisual + νLtext. The experimen-
tal results are shown in Table 9. From Table 9, we can see that
the mAP almost remains unchanged with different values of
weights. We will discuss the influence of the weights within
a larger range in the final version.
Training Epochs of The First Stage. Our method consists
of two stages: pseudo-visual prompt learning and transfer-
able visual and text prompts co-learning. We explore how the
epochs of pseudo-visual prompt learning in the first stage af-
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Figure 11: Ablation study for the training epochs of pseudo-visual
prompt learning stage on MS-COCO dataset.

fect the multi-label image recognition performance in the sec-
ond stage. Figure 11 shows that the longer the pseudo-visual
prompts are learned, the greater the improvement in image
recognition performance on MS-COCO dataset. Moreover,
the case where epoch equals 0 denotes that pseudo-visual
prompt and text prompt co-learning is performed directly
without the pseudo-visual prompt learning in the first stage.
This result indicates that the mAP results will be hindered
if we only perform transferable prompt co-learning without
pseudo-visual prompt learning.
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