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Abstract

Human motion synthesis is an important task in com-
puter graphics and computer vision. While focusing on var-
ious conditioning signals such as text, action class, or au-
dio to guide the generation process, most existing methods
utilize skeleton-based pose representation, requiring addi-
tional skinning to produce renderable meshes. Given that
human motion is a complex interplay of bones, joints, and
muscles, considering solely the skeleton for generation may
neglect their inherent interdependency, which can limit the
variability and precision of the generated results. To address
this issue, we propose a Shape-conditioned Motion Diffu-
sion model (SMD), which enables the generation of mo-
tion sequences directly in mesh format, conditioned on a
specified target mesh. In SMD, the input meshes are trans-
formed into spectral coefficients using graph Laplacian, to
efficiently represent meshes. Subsequently, we propose a
Spectral-Temporal Autoencoder (STAE) to leverage cross-
temporal dependencies within the spectral domain. Exten-
sive experimental evaluations show that SMD not only pro-
duces vivid and realistic motions but also achieves compet-
itive performance in text-to-motion and action-to-motion
tasks when compared to state-of-the-art methods.

1 Introduction

Human motion generation aims to generate realistic and
lifelike human movements, which is essential for applica-
tions involving virtual characters, such as film production
or virtual reality experiences. However, this task poses sig-
nificant challenges. Firstly, the array of possible motions
and body dynamics is extensive and diverse. Secondly, the
availability of datasets is limited due to the necessity of
professional equipment for motion capture. Compounding
this challenge is the inherent variability in human motion,
even within a single motion class, such as walking or run-
ning, the execution can vary substantially from person to
person due to subtle anatomical variation and shape differ-
ences. Recently, many studies have been concentrating on

this objective, among which the diffusion model[11, 24] has
been prominently deployed as a backbone. These models
can perform motion generation conditioned by various types
of signals, such as motion classes, text descriptions[33, 39],
music[4], and trajectories[14]. All these methods utilize
skeleton-based representation as the primary means of de-
picting body pose and characteristics. This representation
condenses human motion into a sequence of joint positions,
rotations, and velocities across various body parts [8], which
provides a simplified and efficient way to represent complex
human motion. However, it lacks the fine details captured by
mesh-based representations, such as muscle deformations.
Since human motion is driven by both bones and muscles,
generating human motion without considering body shape
disregards the natural interdependency between these two
elements. This limitation may hinder the model’s general-
ization ability and restrict the variation and precision of the
results. Moreover, to generate motion for a 3D character,
these methods typically require an additional skinning pro-
cess to attach a renderable skin to an underlying articulated
skeleton, often followed by postprocessing steps such as re-
targeting. Specifically, the body shape parameters of SMPL
model[21] are regressed to the generated skeleton, then com-
bined with the skeleton pose to produce a mesh sequence.
Setting aside the issue of additional computational cost, the
parameter-based regression process makes it difficult to pre-
cisely control the desired body shape. These limitations con-
sequently constrain the applicability of these models in 3D
animation.

To address the aforementioned challenges, we introduce
SMD, a shape-conditioned human motion diffusion frame-
work. SMD is designed to generate realistic human motion
directly in renderable mesh format, covering varied motion
classes (Figure 1). Notably, the generated motion is condi-
tioned by a given body mesh, ensuring consistency not only
in identity shape throughout the motion but also in the inher-
ent characteristics of the motion itself. Inspired by SAE[18]
for effective information encoding from meshes into deep
learning models, we also employ the Laplacian represen-
tation to compress human body meshes in the spectral do-
main. This approach circumvents the great computational
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Figure 1: Shape conditioned generation results of SMD. A1, A2, and A3 are based on A. B1, B2, and B3 are generated when
B is the target mesh.

and storage costs associated with directly generating the tri-
angle meshes using deep learning models. To effectively
capture temporal dependencies between frames in a motion,
we employ a transformer backbone[34]. This architecture
can also aid in integrating information extracted from the
conditioning signal into motion features. Furthermore, SMD
enables the bi-modal conditioning of the generation process
using both natural language and body shapes. We adopt a
classifier-free approach[13], which facilitates a balance be-
tween variability and fidelity. This approach eliminates the
need for training auxiliary classifiers by sampling both con-
ditional and unconditional instances from the same model.
Additionally, to make the shape conditioning process more
user-friendly, SMD accepts meshes in any pose as the tar-
get mesh, with the help of a shape encoder pre-trained with
a contrastive loss[10], which is capable of extracting shape
identity features from meshes in arbitrary poses. Integrat-
ing it into our framework allows for precise control of the
generated body shape.

Finally, to validate our model, we perform extensive
qualitative and quantitative experiments on BABEL[28]
and HumanML3d[8], both of which are the annotations of
AMASS[23] dataset. The results show that our proposed
SMD achieves competitive performance compared with
state-of-the-art works on several tasks (text-to-motion and
action-to-motion). We also show that our approach reliably
generates high-quality and vivid human motion while main-
taining the body shape consistent with a given target mesh.

We summarize our contributions as follows:
1. We introduce a novel framework capable of directly gen-
erating human motion in the form of mesh sequences;
2. We propose to leverage human body mesh as a condition-
ing signal, and generate realistic human motion based on

it;
3. We evaluate our approach extensively across multiple
tasks, demonstrating competitive performance in each sce-
nario.

2 Related Work

Human motion synthesis has become a long-standing
research topic[2]. By applying deep learning methods to
this field, researchers first perform unconstrained generation,
whose target is to generate vivid and realistic human mo-
tion sequences without any constraints[6, 19, 25]. With the
advancement of deep learning methods and increasing de-
mands, some works tried to guide motion generation with
different action classes. Action2Motion[9] uses conditional
temporal VAE to capture frame-level features. ACTOR[26]
adopts conditional transformer VAE to better analyze tem-
poral dependency between frames. ActFormer[36] uses a
GAN-based transformer to realize multi-person motion gen-
eration. With the development of pre-trained large language
models such as CLIP[30] and RoBERTa[20], they provided
a bridge between human intention and machine understand-
ing and showed new possibilities to control generative deep
learning models. Text-conditioned motion generation thus
begins to dominate research frontiers[33, 15, 39, 4].

Diffusion models have achieved significant success
in various tasks such as image denoising, inpainting,
super-resolution, and image generation. The work of Sohl-
Dickstein et al.[31] first introduce this theory from non-
equilibrium statistical physics into the deep learning field.
Based on it, Ho et al. [12] design DDPM for high-quality
image synthesis, Others try to augment the efficacy and fi-
delity of diffusion model[32, 24]. Considering the strong
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generalize ability of the diffusion model, Dhariwal and
Nichol[5] further apply it in class-conditioned image gen-
eration tasks, by designing classifier guidance, the diffu-
sion model first surpasses GAN[7] on this task. To avoid
training auxiliary classifiers, Ho and Salimans proposed a
classifier-free guidance[13]. The significant success in ap-
plying the diffusion model in the field of image generation
demonstrates its remarkable generalization ability and en-
courages researchers to apply it in other tasks such as audio
synthesis[27, 16] and point cloud generation[22].

Diffusion-based motion generation has thus drawn con-
siderable interest from researchers. MDM[33], Flame[15],
MotionDiffuse[39] first try to apply the diffusion model
in human motion generation tasks, they use pre-trained
large language models to encode commands described in
natural language, then guide the generation process based
on these feature of text to generate motions follow de-
scription. Some of them have also tried motion inpaint-
ing. Mofusion[4] realizes a music-conditioned generation.
Make-An-Animation[1] extracts a large-scale pseudo-pose
dataset from image-text datasets, enhancing the stability
of the generation process through pre-training the model
with this dataset. MLD[3], MultiAct[17], EMS[29] and Fg-
T2M[35] focus on generating a longer motion sequence with
finer-grained text descriptions. AttT2M[40] propose to use
a multi-perspective attention mechanism to extract depen-
dency between body parts and different frames to augment
the generation quality. Interdiff[37] uses the diffusion model
to simulate human-object interactions. GMD[14] realize a
motion generation along given trajectories or avoid certain
obstacles. PhysDiff[38] proposes to apply motion correc-
tion based on a physic simulator iteratively during denoising
steps of reverse diffusion to generate physically plausible
motions.

3 Method

We introduce SMD, a diffusion-based framework for
shape-conditioned human motion generation.

3.1 Method Overview

An overview of our framework is shown in Figure 2,
given a conditioning target body mesh cshape in an arbi-
trary pose and a conditioning signal cdynamic in the form
of text or action class, our objective is to generate a mo-
tion sequence M1:F of length F that corresponds to the
description and under the same body shape as the target
mesh. In our work, we use body meshes that are compati-
ble with SMPL[21]. For training, starting from a motion se-
quence M1:F ∈ RF×N×3 consisting of F triangle meshes
each with N vertices, we first separate the global position
P 1:F ∈ RF×3 and rotation R1:F ∈ RF×3 of the root joint

for each frame. This will ensure that the meshes are centered
at the origin point and facing in the same direction. Next, the
centered meshes are transformed into spectral coefficients
C1:F ∈ RF×k×3 by applying the graph Fourier transform,
where k is the number of coefficients. These coefficients are
further normalized by subtracting the mean and dividing by
the standard deviation, computed across the entirety of the
training dataset. The separated translation and rotation of
the root joint are concatenated with the normalized spectral
coefficients to form x1:F0 ∈ RF×(k+2)×3, which is used to
train the diffusion model, along with features extracted from
the condition signals.

The conditioning signals consist of two kinds: one is uti-
lized to constrain the body shape, while the other guides
the dynamics of the generated motion. Specifically, given
a target mesh cshape and an action class or textual descrip-
tion cdynamic, our SMD generates a deforming body mesh
exhibiting the desired motion and that maintains the same
body identity as the target. While our current model is de-
signed to support meshes in SMPL topology, any arbitrary
topology can be made SMPL-compatible through the use of
surface correspondence or registration techniques.

During inference, we sample x1:FT from a normal distri-
bution N(0, I) and iteratively denoise it into x̂1:F0 guided
by cdynamic and cshape with the trained STAE. Then a re-
verse graph Fourier transform is applied to the generated
coefficients to cover them back into meshes. Finally, spatial
position and rotation are injected into them to build a motion
in 3D.

3.2 Mesh Spectral Representation

We use graph Laplacian to transform meshes into spec-
tral coefficients and use them as the model’s input for
training[18]. A human body triangle mesh M can be consid-
ered as a graph with N nodes. The position of vertices can
be expressed as f(i) = (xi, yi, zi), i ∈ [1, N ] where x, y, z
correspond to the 3D coordinates of vertices. The adjacency
matrix A of this graph is a square matrix whose elements
indicate whether pairs of vertices are adjacent or not and
its degree matrix D is a diagonal matrix whose elements
correspond to the number of edges attached to each vertex.
The Graph Laplacian L is defined as L = D − A. Since
all meshes we use share the same topology introduced in
SMPL[21], their graph Laplacians are also the same.

Let {λl}l=0,1,...,F−1 and {ul}l=0,1,...,F−1 be the eigen-
values and eigenvectors of L satisfying Lul = λlul, similar
to the classical Fourier transform, we can represent M in
spectral coefficients by applying the graph Fourier transform
F :

F (λl) = ⟨f,ul⟩ =
N∑
i=1

f(i)u∗l (i), (1)
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Figure 2: Method overview: 1) From each mesh in the motion data, the vertex coordinates in the local frame are transformed
into spectral coefficients by using a graph Fourier transformation; 2) The coefficients together with the rotations and transla-
tions are used to train the diffusion model; 3) After training, Spectral-Temporal Autoencoder (STAE) generates motion from
a random noise, conditioned on a conditioning signal zd and a target mesh embedding zs, by denoising it iteratively.

and the reverse graph Fourier transform can be expressed as:

f(i) =

N−1∑
l=0

F (λl)ul(i). (2)

Since the graph Laplacian L is a real symmetric matrix, its
eigenvalues are all non-negative, we sort them in a decreas-
ing order. Eigenvectors associated with lower eigenvalues
vary slowly across the graph, while eigenvectors associated
with higher eigenvalues are more likely to have different
values on adjacent nodes. And the most important part of
information about the human body is contained in the low
frequencies.

We choose k eigenvectors where k ≪ n corresponds to
k lowest eigenvalues to calculate the coefficients, this can
reduce the size of input training data, and further reduce the
computational complexity of our method. Of course, this
process will lose some information, but as shown in Figure
3, by choosing a proper k, we achieve a high level of repre-
sentation accuracy while minimizing information loss to a
great extent.

Compared to using graph convolutional networks which
also exploit the information of graph in spectral domain by
convolving along the graph topology, this approach avoids
downsampling/upsampling, which can potentially hinder the
exploitation of spectral information to its fullest extent[18].

3.3 Motion diffusion model

The overview of our diffusion model is shown in Figure
2. It is based on the diffusion framework, in which we
design a Spatial-Temporal Autoencoder as the denoiser for
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Figure 3: Reconstruction error as a function of the num-
ber of used eigenvectors. SMPL meshes are compressed by
applying graph Fourier transform/inverse transform using
a certain number of eigenvectors, from left to right we try
128,512,1024,2048 and 6890 eigenvectors, the color corre-
sponds to the distance between the compressed mesh and
original mesh.

Algorithm 1 Sampling

1: Input: conditions C, well trained STAE
2: xt ∼ N(0, I)
3: for t=T,...,1 do
4: z ∼ N(0, I) if t > 1, else z = 0
5: xt−1 = µ̃t(xt, STAE(xt, t, C)) + δtz
6: end for
7: returnx0
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the reverse process.

Diffusion model is a deep generative model that con-
sists of two stages, a forward diffusion stage which acts as
a Markov noising process, and a backward denoising pro-
cess based on a deep learning model. In the forward process,
given an uncorrupted training sample x1:F , the noise version
x1:F1 , x1:F2 ...,x1:Ft at diffusion step t can be driving from the
following approximate posterior:

q(x1:FT ) =

T∏
t=1

q(x1:Ft |x1:Ft−1),∀t ∈ 1, ..., T , (3)

q(x1:Ft |x1:Ft−1) = N(x1:Ft ;
√
1− βtx

1:F
t−1, βtI), (4)

where T corresponds to the predefined maximum diffusion
step and β1, ...βt ∈ [0, 1) are the predefined noise schedule.
For simplicity, we use xt to denote the full sequence x1:Ft at
diffusion step t and use x0 for the uncorrupted input. An im-
portant property of this process is that a sample at any step t
is driven directly from the input x1:N with this formula[11]:

q(xt|x0) = N(xt;
√
α̂tx0, (1− α̂t)I), (5)

where α̂t =
∏t

i=1 αt and αt = 1 − βt. This allows us to
easily train a denoising model for arbitrary steps by defining
a noise schedule {βt}t=1,...,t. Following the setting in this
paper [24], we adopt the cosine noise schedule in terms of
α̂t as:

α̂t =
f(t)

f(0)
, f(t) = cos(

t/T + s

1 + s
· π
2
)2. (6)

When t is closer to T , β̂t will be close to 1, in which case
we can approximate p(xT ) ∼ N(0, I).

The goal of the conditioned motion diffusion model is
to generate a sequence of human motion under certain con-
straints, which is further abstracted in this formula p(x0|C)
in whichC corresponds to condition signals. This is realized
by using a deep learning model whose parameter is repre-
sented as θ to denoise an initial state xT sampled from a
normal distribution into an uncorrupted sample by sampling
from these distributions iteratively:

pθ(x0|C) = p(xT )

T∏
t=1

pθ(xt−1|xt, C). (7)

Some works applied the diffusion model to the image
generation task[11, 5], their model is trained to predict the
noise during training. In our context, predicting the input
x0 during training will allow us to apply geometric losses
more easily, making the generated motion more stable. Our
training objective for the diffusion model can be written as
the following expected value:

Ldiff = Ex0∼q(x0|C),t∼[1,T ][||x0 − STAE(xt, t, C)||2].
(8)
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Figure 4: Overview of our Spectral-Temporal Autoencoder
(STAE).

The probability distribution for the denoise process in
Equation 7 can be simulated by calculating its mean and
variance by the deep learning model:

pθ(xt−1|xt, C) = N(xt − 1;µθ(xt, t, C),Σθ(xt, t, C))
(9)

Following the setting in DDPM [11], we fix the variance
term Σθ(xt, t, C) to δ2t I where δ2t = β̂t = 1−α̂t−1

1−α̂t
for

a more stable training. To transform the predicted x̂0 to
µθ(xt, t, C), we need to consider the forward process poste-
riors which are tractable given x0 [11]:

q(xt−1|xt, x0) = N(xt−1; µ̃t(xt, x0), β̃tI), (10)

µ̃t(xt, x0) =

√
α̂t−1βt

1− α̂t
x0 +

√
αt(1− α̂t−1)

1− α̂t
xt. (11)

We thus replace the x0 with the predicted x̂0 =
STAE(xt, t, C) in µ̃t(xt, x0) to approximate the µθ

in Eq. 9 . Sampling xt−1 ∼ pθ(xt−1|xt, C) is thus
performed via a parametrization trick by calculating
xt−1 = µ̃t(xt, x̂0) + δtz, where z ∼ N(0, I), as shown in
Algorithm 1.

Spectral-Temporal Autoencoder consists of a spectral
encoder, a spectral decoder, and a Transformer encoder, as
illustrated in Figure 4. Given that the conditioning signals
come from different modalities, with the dynamic conditions
being either an action class or a text description, and the
shape condition being represented by a triangle mesh, we
adopt distinct strategies to integrate them. Note that this is
different from other approaches that sum different condi-
tioning signals into one before sending it to the model. The
embedding of diffusion step t and features extracted from
dynamic conditions zd are summed together to ztd. It is con-
catenated to the first place of the features extracted from
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spectral coefficients with the spectral encoder. The subse-
quent transformer encoder allows it to have different influ-
ences on different temporal parts of motion. Different from
zd, the feature zs extracted from target meshes is expected
to have a consistent influence on all frames, so we adopt
a stylization block[39] to inject them into motion features.
The stylization block consists of three dense layers ψb, ψw,
and ϕ, they map the original feature zframe to ẑframe with
ẑ = z ◦ ψw(ϕ(zs)) + ψb(ϕ(zs)).

A transformer encoder is also used to further exploit
the temporal dependency between the features of different
frames, its self-attention mechanism permits the calculation
of features in each frame based on all other frames, which im-
plicitly ensures the continuity and consistency of the whole
motion. The output will be decoded using a spectral decoder
to match the dimensions of the input. The spectral encoder
and decoder are composed of a sequence of convolutional
blocks. Each block comprises a convolutional layer, a fully
connected layer, and an activation layer, as shown in Figure
4.

3.4 Conditioned generation

Dynamic conditions can be an action class or a text
description. We adopt CLIP[30] as a text encoder to embed
the text prompt and use a trainable tensor as embeddings for
different action classes.

Target mesh is embedded by a shape encoder capable of
embedding the input mesh into features that solely include
the identity shape of the body mesh independently of poses.
This encoder is trained within a shape autoencoder using
the paradigm of contrastive learning. It shares the same ar-
chitecture as the STAE, except that the Transformer Encoder
is omitted. Given meshes of different characters in arbitrary
poses, it is trained to predict the mesh in canonical T-pose.
The contrastive learning loss is adopted to better build a uni-
form representation space. T-pose meshesM t in

i and meshes
in arbitrary poses Ma in

i where i ∈ [1, N ] corresponds to N
different chosen characters are sent to the model. The loss
function is:

LShapeEmb = Lmesh + Lcontrast, (12)

(13)
Lmesh =

1

2N
(

N∑
i=1

||M t out
i −M t in

i ||2

+

N∑
i=1

||Ma out
i −M t in

i ||2),

Lcontrast = −
N∑
i=1

1

N
log

exp(sim(zti , z
a
i )/τ)∑M

k=1,k ̸=i exp(sim(zti , zk)/τ)
,

(14)

where M t out
i ,Ma out

i are predicted meshes and zti ,z
a
i are

latent features. Minimizing Lcontrast requires maximizing
the similarity between zti and zai which means attracting the
features associated with the same character close to each
other. At the same time, it pushes the features extracted
from different characters away by minimizing the similarity
between zti and zk. The Lmesh encourages the model
to focus on shape information when facing meshes in
different poses. These two loss terms will ensure we build a
pose-independent representation space for identity shapes.
Note that this shape encoder is also used to embed the target
mesh cshape into zs.

Classifier free guidance is an approach to achieve highly
precise conditioned sampling for a diffusion model without
the need for training auxiliary models. Specifically, as shown
in Figure 4, we randomly mask a certain proportion of the
condition signals to ∅ to simulate the unconditioned gener-
ation. Then, during inference, we can manipulate a ratio s
between the conditionally generated result and the uncon-
ditionally generated result to trade off diversity and fidelity,
formulate as:

STAEs(xt, t, C) = STAE(x, t, ∅) +
sd · (STAE(xt, t, cdynamic, ∅shape)

− STAE(xt, t, ∅)) +
ss · (STAE(xt, t, ∅dynamic, cshape)

− STAE(xt, t, ∅)).
(15)

3.5 Losses

In our work, for each denoise step, we predict the un-
corrupted signal x̂0, which is composed of rotations R1:F ,
translations P 1:N , and coefficients C1:F . As discussed in
Section 3.2, coefficients associated with lower frequencies
inherently encapsulate richer information, often character-
ized by larger values. To amplify our model’s focus on these
coefficients we multiply the coefficient loss by their respec-
tive variances. The coefficient loss is expressed as:

Lcoef =
1

F
V ar(C̃)

F∑
i=1

||Ci
0 − Ĉi

0||
2
, (16)

where V ar(C̃) ∈ Rk×3 is the variance of coefficients calcu-
lated on the whole training set. Since the coefficients can be
further reversed into 3D mesh with pre-calculated eigenvec-
tors, our losses will also be applied to spatial domains:

Lmesh =
1

F

F∑
i=1

||M i
0 − M̂ i

0||
2
; (17)
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Lpos =
1

F
(

F∑
i=1

||Ri
0 − R̂i

0||
2
+

F∑
i=1

||P i
0 − P̂ i

0||
2
). (18)

These three terms keep the coefficients, mesh, and position
consistent with the input. To ensure the smoothness of the
moving trajectory, we further apply a residual loss to control
the translation:

Lres P =
1

F − 1

F∑
i=2

||(P i
0 − P i−1

0 )− (P̂ i
0 − P̂ i−1

0 )||
2
.

(19)
Overall, our training loss is:

L = λd·Ldiff+λc·Lcoef+λm·Lmesh+λp·Lpos+λr·Lres P .
(20)

4 Experiments

To evaluate the effectiveness of our method, we utilize
SMD in two typical settings: text-to-motion and action-
to-motion generation, each combined with a conditioning
target mesh. Furthermore, since our model supports shape-
conditioned generation, we evaluate the shape consistency
between generated motions and the given target mesh.

4.1 Settings

Datasets. We train our model by using HumanML3D[8]
dataset, which contains 32,357 per-motion text annotations
on 10,524 motion sequences from the AMASS dataset[23].
AMASS is chosen because it provides mesh data for each
motion, which is required by our model. We also augment
the data by mirroring all sequences about the sagittal plane,
following the settings in HumanML3D [8]. Their test set
for the text-to-motion generation is used for the evaluation.
For the action-to-motion generation, we use the BABEL[28]
dataset, which provides per-motion action labels for the
AMASS[23] dataset. We chose 8 action classes, resulting
in 10,688 motions.
Evaluation metrics. Following the common settings for
text-to-motion generation, we evaluate our SMD on text-
to-motion tasks using Fréchet Inception Distance(FID), R-
Precision, and diversity. FID quantifies the realism and di-
versity of generated motions by comparing their distribution
in latent space with the ground truth distributions using a
pre-trained motion encoder. R-precision measures the rel-
evance of the generated motions to the input prompts, and
diversity quantifies the variability of the generated motions.
While our model generates motions in the form of mesh se-
quences, for comparisons with other works that are mostly
skeleton-based, we convert our model’s generated mesh se-
quences into skeletons. This is achieved by using a regres-
sion matrix introduced in SMPL[21] to regress joints from

Table 1: Hyperparameters.

Configuration Value
k 1024

Optimizer Adam
Learning rate 1e-4

Number of multi-head attention 8
Latent dimension 256

Dropout 0.2
λd, λc, λm 1, 1, 1

λp 50
λr 1e4

k: Number of frequencies used 1024
Batchsize 32

sd 0.85
ss 0.7

the mesh. The aforementioned metrics can then be computed
on the regressed skeleton-based motions. Furthermore, SMD
is trained with mesh geometry loss, which implicitly em-
powers it to better account for the mesh-environment inter-
action, and generate physically plausible motions. To eval-
uate this ability, we adopt three additional metrics: Pene-
tration measures ground penetration by the body, floating
measures the extent of mesh floating above the floor, and
skating measures foot sliding effect, all in millimeters (mm).
For the action-to-motion generation, accuracy replaces the
R-Precision by calculating the classification accuracy of a
pre-trained classifier on the generated motion. To measure
the performance of shape-conditioned generation, we mea-
sure the consistency of identity shape between the generated
motion and the conditioning target mesh by computing the
positional error between corresponding vertices of their re-
spective pose-normalized meshes.

Implementation details. The main hyperparameter values
of the SMD are shown in Table 1. It took less than three days
of training on a single NVIDIA GeForce RTX 3080 GPU.

Table 2: Action-to-motion results on BABEL[28] dataset. ↑
means the larger values are better, and ↓ indicates the smaller
values are better.

Method FID↓ Accuracy↑
Real(Skeleton) 0.001 0.984

Real(Mesh) 0.001 0.997
MDM[33] 0.173 0.979

SMD(Skeleton) 0.251 0.974
SMD(Mesh) 0.161 0.991
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Table 3: Text-to-motion results on HumanML3D[8] dataset. → means the results are better if the value is closer to the real
distribution.

Method FID↓ R-Precision↑ Diversity→ Penetrate↓ Float↓ Skate↓
Real 0.002 0.797 9.50 5.965 2.354 0.929

T2M[8] 1.067 0.740 9.188 11.897 7.779 2.908
MDM[33] 0.489 0.707 9.45 11.291 18.876 1.406

MotionDiffuse[39] 0.630 0.782 9.410 20.278 6.450 3.925
Fg-T2M[35] 0.243 0.783 9.278 - - -
SMD(Ours) 0.214 0.737 9.472 8.741 5.854 2.576

4.2 Shape conditioned generation

Our model can generate motion conditioned on a target
mesh. We assess the performance of this task by measur-
ing the shape consistency within different frames of the
same generated motion and between the generated and tar-
get meshes. As introduced in Section 3.4, our shape embed-
der is trained to transform a mesh in an arbitrary pose into
the canonical T-pose. Utilizing this model, we convert the
meshes in the generated motion into T-poses and calculate
the shape error based on the Euclidean distance between cor-
responding vertices in these meshes. We randomly select 20
characters, with each character represented by five meshes
in various poses, and use these to generate 1,000 random
sequences. The average inner-sequence identity shape error
measures at 1.19±0.68 mm, while the discrepancy between
the target mesh and the generated motion stands at 2.34±1.3
mm. In comparison, the compression error arising from the
limited number of eigenvectors used for the graph Fourier
transform is 0.75±0.58 mm. The error distribution is shown
in Figure 5: The inter-sequence identity shape errors concen-
trate on foot and hand while the errors with respect to the
target follow a similar distribution to the reconstruction er-
ror shown in Figure 3. These quantitative results show our
model’s proficiency in generating motion aligned with tar-
get meshes and maintaining shape consistency across frames.
We provide a video demo for the visual inspection.

4.3 Text-to-motion

We compared our method with several state-of-the-art
models that can generate motions given text descriptions,
including T2M [8], MDM[33], MotionDiffuse[39], and Fg-
T2M[35].

As shown in Table 3, SMD outperforms other diffusion-
based works in terms of FID and diversity which are in-
dicators of motion quality, while maintaining a similar R-
Precision score. Note that since our model takes the mesh as
input, it can implicitly account for the mesh-ground interac-
tion, even without explicit constraints to address this aspect.
This is evidenced by its improved performance compared to
other skeleton-based methods on physics-based metrics such

0 10 mm

Errors between frames Errors with target

Figure 5: Average errors in shape consistency within the
motion (left) and in comparison with the target (right).

as penetration and float. Examples of our generated motions
are provided in the demo video.

4.4 Action-to-motion

We conduct this experiment for both mesh-based and
skeleton-based motions, employing the settings described
above. The results, summarized in Table 2, reveal that the
mesh-based method exhibits a higher accuracy upper bound,
indicating its superior inherent expressive capability. This
is perhaps one reason why our model outperforms the state-
of-the-art diffusion-based human motion generation model.
Please refer to our demo video for examples of our generated
motions.

5 Conclusion

We proposed SMD, a diffusion-based human motion gen-
eration model that can generate motion in the format of tri-
angle meshes conditioned on the given text prompts and a
given target mesh. We chose the spectral domain to fully
exploit the meshes with fewer resource costs. Based on a
Spectral-Temporal Autoencoder, our model shows great ex-
pressive ability and stability when performing the shape-
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conditioned generation. We expect that our method can
streamline the character animation pipeline and provide new
possibilities to use synthetic data to expand the human mo-
tion dataset.
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