
Electronic Coherences in Molecules: The Projected Nuclear Quantum Momentum as a
Hidden Agent

Evaristo Villaseco Arribas and Neepa T. Maitra
Department of Physics, Rutgers University, Newark 07102, New Jersey USA

(Dated: May 2, 2024)

Electronic coherences are key to understanding and controlling photo-induced molecular trans-
formations. We identify a crucial quantum-mechanical feature of electron-nuclear correlation, the
projected nuclear quantum momenta, essential to capture the correct coherence behavior. In simula-
tions, we show that, unlike traditional trajectory-based schemes, exact-factorization-based methods
approximate these correlation terms, and correctly capture electronic coherences in a range of situ-
ations, including their spatial dependence, an important aspect that influences subsequent electron
dynamics and that is becoming accessible in more experiments.

In photo-induced processes, quantum electronic co-
herences are key factors influencing many molecular
processes. They can serve as control knobs in chemi-
cal transformations [1–6] and possibly impact photo-
synthetic energy flow in biomolecules [7, 8], as well as
quantum information science processes [9]. Aside from
the practical interest in creating desired products, study-
ing the generation and evolution of these coherences,
including both decay and revival, reveals fundamental
properties of how correlations between electrons as well
as their interplay with nuclei affect dynamics. Exper-
iments can now track how coherences evolve in time
with spatial resolution as well [2, 3, 10].

While coherence is generally a representation-
independent concept, we tend to consider them in the
Born-Oppenheimer (BO) picture, for the physical reason
that away from regions of strong non-adiabatic coupling
(NAC), components of the nuclear wavefunction on dif-
ferent BO surfaces evolve independently. We define the
spatially-resolved electronic coherence as

Γjk(R, t) = χ∗
j (R, t)χk(R, t) (1)

for j ̸= k (and populations j = k), where the χj(R, t) are
projected nuclear wavefunctions defined via expand-
ing the full molecular wavefunction in the BO basis:
Ψ(R, r, t) =

∑
j χj(R, t)ΦR,j(r), with ΦR,j eigenstates

of the BO Hamiltonian HBO|ΦR,j⟩ = EBO
j |ΦR,j⟩ and

with variables r, R denoting all electronic and nuclear
coordinates, respectively. While recent advances in ex-
perimental techniques allow to measure the electronic
coherences with angstrom spatial resolution, most ex-
periments instead measure the spatially-integrated co-
herence, Γjk(t) =

∫
dRΓjk(R, t), often referred to as

coherence tout court. The electronic coherence mea-
sures the overlap of the projected wavefunctions, and
when different surfaces have different slopes, in regions
of negligible NAC, these wavefunctions evolve away
from each other leading to decaying coherence, a phe-
nomenon often referred to as decoherence. However,
open questions remain in the nature of the electron-
nuclear correlation in influencing coherences, decoher-

ences, and recoherences (i.e. revivals after decoher-
ence): How significant is the spatial-structure in Eq. 1,
an inherent signature of this correlation, especially if
an experiment cannot resolve it? Is a purely classical
point-like description of the nuclear motion enough or
are quantum properties arising from the width, internal
structure, and phases of the nuclear wavepackets key?

Consistent theoretical simulations of coherence and
decoherence in photo-excited molecules have proven
to be challenging, requiring an adequate description of
both electron-electron interaction as well as electron-
nuclear correlation. The molecules of interest are typi-
cally large enough that mixed quantum-classical (MQC)
approximations are made which run an ensemble of
classical nuclear trajectories each carrying a set of quan-
tum electronic coefficients. The commonly-used meth-
ods, Ehrenfest and surface-hopping [11, 12] are both
fundamentally unable to correctly capture coherence:
while the electronic coefficients in Ehrenfest always re-
main coherent, those in surface-hopping are inconsis-
tent with the trajectory-evolution and utilize a largely
ad hoc decoherence procedure [13–16]. Ref. [17] pointed
out that the commonly-used decoherence corrections
are fundamentally flawed in that they act in a state-wise
manner while coherence is a state pair-wise property.

We show that even when only the spatially-
integrated coherence is measured, the underlying
spatial-dependence strongly influences the time-
dependence, and that the projected nuclear quantum
momenta, ∇ν |χj |/|χj |, are key to capturing the correct
behavior. Thus electron-nuclear correlation terms that
go beyond a classical picture of the nuclei are essential.
In simulations, this means that even in cases where
traditional MQC methods yield the correct coherence
over the duration of one interaction event, their wrong
spatially-resolved coherence leads to poor behavior
at longer times. Instead, MQC methods based on
the exact factorization (EF) approach [18–22] better
approximate the spatial structure, and give greatly im-
proved predictions, distinguishing between coherence
of wavefunctions on parallel surfaces (unlike ad hoc
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decoherence-corrected methods) and gradual decoher-
ence of non-parallel ones (unlike Ehrenfest). While the
existing EF-based approximations contain a crucial de-
pendence on the overall nuclear quantum momentum,
we identify their neglect of the individually projected
quantities as the culprit for not accurately capturing
recoherence events in regions of negligible NAC.

Coherences evolve due to population transitions from
NACs (⟨ΦR,j |∇νΦR,k⟩ and ⟨ΦR,j |∇2

νΦR,k⟩), but also
away from those regions when more than one BO sur-
face is populated. To avoid conflating effects from
NACs, we begin by considering the exact equation of
motion for the spatially-resolved coherence in a situa-
tion where all NACs are zero:

i∂tΓjk(R, t) = ∆Ekj(R)Γjk(R, t) +
∑
ν

1

2Mν

(
χk(R, t)

∇2
νχ

∗
j (R, t)− χ∗

j (R, t)∇2
νχk(R, t)

)
(2)

where ∆Ekj(R) = EBO
k (R)−EBO

j (R) and the sum over
ν is a sum over all nuclei. Atomic units (ℏ = me = e2 =
1) are used throughout this article. The first term on the
right of Eq. 2 can be absorbed in a phase, such that the
magnitude of the spatially-resolved coherence depends
only the curvatures of the BO projected wavefunctions
and not explicitly on the shape of the BO surfaces. In-
stead, when integrated over space, the explicit depen-
dence on these curvatures vanishes, and we find

i∂tΓjk(t) =

∫
∆Ekj(R)Γkj(R, t)dR , (3)

that is, the spatially-integrated coherence explicitly de-
pends only on the relative difference in shape of the
BO surfaces. We make two key observations from
Eqs. 2– 3: First, without correct spatial dependence
of the coherence (a dependence that inherently signi-
fies electron-nuclear correlation), the time-evolution of
the spatially-integrated coherence or populations will
be wrong. Second, for parallel surfaces the spatially-
integrated coherence evolve by merely a phase Γjk(t) =
ei(Ek−Ej)tΓjk(0), and while their magnitude is constant
in time, there is a spatial structure to these quantities
that does evolve in time (last two terms of Eq. (2)).

While nuclear motion influences electronic coher-
ences a deeper understanding of this correlation re-
quires to discern effects arising from classical point-
like nuclear motion and quantum effects from nuclear
wavepacket delocalization. To address this, we turn
to the EF, where the full molecular wavefunction takes
the form of a single correlated product, Ψ(r,R, t) =

χ(R, t)ΦR(r, t) with
∫
|ΦR(r, t)|2dr = 1 ∀R, t [23–32].

(See also Supplementary Material for brief details from
these works). The EF yields the notion of a unique
nuclear wavefunction that satisfies a Hamiltonian evo-
lution and whose modulus and phase give the exact

nuclear density and nuclear current-density, Jν(R, t),
of the molecular wavefunction [29, 30]. This allows a
formulation of exact unique trajectory-based equations
defining exact unique forces on the nuclear trajectories
when they are treated classically [33–35], and evolution
equations for the populations and coherences, as we will
see shortly.

Writing the EF nuclear wavefunction in terms of an
amplitude and phase, χ(R, t) = eiS(R,t)|χ(R, t)|, and
likewise for the projected BO wavefunctions, χk(R, t) =

|χk(R, t)|eiSk(R,t), we have, in the limit of negligible
NAC,

∂t|Γjk(R, t)| = −|Γjk(R, t)|
∑
ν

{(
∇ν − 2Sν,jk

)
· Jν

|χ|2

+
∑
n

|Cn|2

2Mν

[(
4Qν,jk − 2∇ν

)
·
(
fν,n − fν,jk

)
+ 4Sν,n · fν,n

]}
(4)

In Eq. 4, all quantities on the right are functions of R
and t, an overline indicates the average over j, k (gjk =
(gj+gk)/2), and we have defined fν,k = ∇ν(Sk−S). Fur-
ther, we defined the nuclear quantum momentum Qν

and projected components Qk,ν for each state k through

Qν = −
∇ν |χ(R, t)|
|χ(R, t)|

and Qk,ν(R, t) = −
∇ν |χk(R, t)|
|χk(R, t)|

(5)
while Sν,k is the “reduced” contribution

Sν,k(R, t) = −
∇ν |Ck(R, t)|
|Ck(R, t)|

= Qν,k −Qν (6)

with Ck = χk/χ, which represent coefficients of the
conditional electronic wavefunction ΦR(r, t) when ex-
panded in the BO basis, ΦR(r, t) =

∑
n Cn(R, t)ΦR,n(r).

Our third key observation follows from Eq. (4): While
the first term on the right represents a convective con-
tribution to the time-derivative (see more shortly), both
the projected quantum momentum Qν,k and the re-
duced contribution Sν,k, play a crucial role in captur-
ing accurate spatially-resolved populations and coher-
ences, when away from NAC regions. The only other
term driving (the magnitude of) the coherence or pop-
ulation evolution,

∑
n |Cn|2∇ν · (fν,k − fν,n), depends

on the difference in curvature of the adiabatic phases,
which semiclassically relates to the curvatures of the BO
surfaces (see more shortly). A fourth key observation is
that in regions where the coherence between two states
has locally collapsed to zero, only the terms depending
on Sν,n survive to drive time-evolution of the spatially-
resolved coherences and populations; this is responsible
for recoherence effects away from NACs.

Because it is rooted in the EF picture, which enables a
unique and unambiguous definition of the total nuclear
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density and and current-density, we can use Eq. (4) to
derive an exact trajectory-based equation for the popula-
tions and coherences. We represent the nuclear density
as a sum over δ-functions (or very narrow Gaussians)
centered at a trajectory position R(I)(t)

|χ(R, t)|2 → 1

Ntr

∑
I

δ(R−R(I)(t)) (7)

where R(I)(t) satisfy classical Newton’s equations [18,
19] with a generalized Lorentz force dependent on ΦR

that drives the nuclear motion [33–35]. The phase S be-
comes ∇νS → MνṘ(t)−A where A is the vector poten-
tial in the nuclear Hamiltonian (see Supplemental Mate-
rial), and the time-derivative along the trajectory given
by the convective derivative d/dt = ∂t +

∑
ν Ṙ

(I)
ν · ∇ν .

The spatially-resolved and -averaged coherences and
populations become trajectory-ensembles:

Γjk(R, t) → 1

Ntr

∑
I

δ(R−R(I)(t))C
(I)∗
j (t)C

(I)
k (t)

Γjk(t) →
∑
I

C
(I)∗
j (t)C

(I)
k (t) (8)

Then Eq. 4 becomes

d|C∗
jCk|
dt

(I)

= −
∣∣∣C∗(I)

j C
(I)
k

∣∣∣ ∑
ν,n

|C(I)
n |2

2Mν[(
4Q(I)

ν,jk − 2∇ν

)
·
(
f
(I)
ν,l − f

(I)
ν,jk

)
+ 4S(I)

ν,n · f (I)ν,n

]
(9)

where all are functions of t alone, and we use the short-
hand g(I) = g(R(I)(t)).

Away from any NAC, Eq. 9 gives the exact equation
for the magnitude of the electronic populations and co-
herences that trajectory-based methods should be aim-
ing for. The full equation including the NACs, and
phases, is given in the Supplementary Material. The I-
dependence gives the spatially-resolved character in the
trajectory-picture: while the electronic populations and
coherences for the case of parallel surfaces C

∗(I)
j C

(I)
k (t)

of individual trajectories R(I)(t) evolve in time, their
sum over trajectories should yield remain constant in
the limit of a large sampling of the initial distribu-
tion, analogous to the discussion below Eq. (3). Time-
dependence of the individual C(I)

k (t) indicates spatial-
dependence in the coefficients, which is crucial in or-
der to get the correct populations and coherences, even
when only ensemble-averaged quantities are measur-
able, as discussed earlier and as we will see explicitly
in some examples shortly.

The traditional trajectory-based methods (Ehren-
fest, surface-hopping) give strictly zero time-evolution

throughout the ensemble in the absence of NACs be-
cause they have no such terms, and ad hoc decoher-
ence corrections to surface-hopping cause spurious de-
cays. Our examples will demonstrate this has drastic
consequences for intermediate and long-term coherence
and population dynamics. The prime importance of the
projected quantum momenta in these terms is, on the
other hand, partially recognized in the EF-based CT-
MQC method [18, 19], which approximates these terms.
Derived from a well-defined series of approximations
on the exact electronic and nuclear equations, the result-
ing CTMQC equations neglect Sν,k, effectively approxi-
mating Qν,k by Qν ∀ k, ν. We find (again, for negligible
NAC)(

d|C∗
jCk|
dt

)(I)

exact

=

(
d|C∗

jCk|
dt

)(I)

CTMQC

+ |C∗(I)
j C

(I)
k |

∑
ν,n

|C(I)
n |2

2Mν

[(
4S

(I)
ν,jk − 2∇ν

)
·
(
f
(I)
ν,n − f

(I)
ν,jk

)
+ 4S(I)

ν,n · f (I)ν,n

]
(10)

This expression assumes the semiclassical approxima-
tion for the gradient of the phase of the electronic
coefficients f

(I)
ν,l = −

∫ t

0
∇νE

(I)
l dt, valid away from

NACs [19]. A consequence of CTMQC’s neglect of S
would be spurious population transfer in regions of zero
NAC that is however fixed in implementations by mod-
ifying the definition of the quantum momentum to en-
force no net transfer in these cases [18, 19, 36]. However,
another consequence, that is not fixed by this redefini-
tion, is CTMQC’s inability to capture recoherence away
from NAC regions (see the fourth observation made ear-
lier, and the example shortly).

Our first example is a slight variation on the one-
dimensional three-state model of Ref [17], which we
name EL20-SAC, consisting of two parallel electronic
states that eventually reach a single avoided crossing
(SAC) [11], and a third non-parallel state uncoupled to
the other two, as shown in the inset of Fig. 1. The Hamil-
tonian is given in the Supplementary Material. The sys-
tem is initialized in a 50 : 25 : 25 coherent superposition
of three gaussian nuclear wavepackets with center mo-
mentum 40 bohr−1 and position −26 bohr. Despite its
simplicity, the model illustrates fundamental aspects of
electronic coherences. First, their pair-wise nature [17]:
coherence between the pair of parallel states should be
maintained while coherence between non-parallel states
should be lost as the distinct forces lead to diverging
wavepackets. Second, the need to accurately describe
the spatially-resolved coherence, as this is key to cor-
rectly capture the dynamics even of spatially-integrated
quantities, when entering later into the NAC region.

Figure 1 shows the magnitude of the spatially-
integrated electronic coherences between the paral-
lel states (upper panel), non-parallel states (middle
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panel), and population of the first excited state (low-
est panel), obtained from Ehrenfest, CTMQC, surface-
hopping with energy-based decoherence correction
(SHEDC) [13, 37], exact-factorization-based surface-
hopping (SHXF) [20, 38], and the exact calculations.
Simulation details are provided in the Supplemental
Material; we use the G-CTMQC code [39] for all calcula-
tions except the SHXF which is done in PyUnixMD [38].
Consider first the time before the SAC is reached.
While Ehrenfest remains coherent, and thus captures
the (spatially-integrated) coherence between the paral-
lel surfaces well, it fails to capture the decoherence be-
tween the non-parallel surfaces, while the opposite is
true of SHEDC in which the parallel coherence erro-
neously decays and the non-parallel decays much too
quickly. In contrast, CTMQC does a good job for both
coherences. With the more approximate SHXF, the non-
parallel coherence decay time is a little too long, and
the parallel coherence shows some deviation from con-
stant. All methods capture the populations well at early
times. However, once they reach the SAC, only CTMQC
is able to reasonably capture the population and coher-
ence dynamics at the right time, albeit with an over-
estimation, before settling to about the right values af-
ter the non-adiabatic event. SHXF gets the trend in the
right direction, but the timing and duration of the event
is too long. However the traditional methods are com-
pletely wrong: SHEDC shows hardly any transfer and
completely wrong coherence behavior, and Ehrenfest’s
population goes in the wrong direction.

Why the spatially-integrated electronic quantities are
so poor at later times in the traditional methods is re-
vealed by inspecting the spatially-resolved quantities
at earlier times, as plotted in Fig. 2. The effect of
the projected quantum-momentum terms in the equa-
tion of motion creates spatial structure in the coherence
(also populations, not shown) that is completely miss-
ing in the traditional methods, that nevertheless cor-
rectly ensemble-average to zero at times before the SAC
is reached. Even if not measured in experiment, the in-
correct spatial structure of the coherence in Ehrenfest
and SHEDC lead to incorrect ensemble-averaged popu-
lations and coherences at later times, as trajectories enter
the SAC with wrong coefficients.

Our second model, denoted 3HO, consists of three un-
coupled harmonic oscillators, two of which are parallel
(inset of figure 3); the Hamiltonian is given in the Sup-
plementary Material. The system is initialized in a 50 :
25 : 25 coherent superposition of three gaussian nuclear
wavepackets with zero momentum centered at −4 bohr.
While the wavepackets on the parallel surface maintain
constant coherence, they show successive decoherence
and recoherence events with the wavepacket on the non-
parallel surface. Figure 3 shows, similar to the EL20-
SAC model, that while Ehrenfest maintains coherence
between parallel and non parallel states, SHEDC shows
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FIG. 1. Electronic state populations of the first excited state
(lower panel), and magnitude of electronic coherences be-
tween non-parallel (medium panel) and parallel states (upper
panel) as a function of time for EL20-SAC model whose adia-
batic PES is shown in the inset of the top panel. The NAC is
only non-zero in the region of the SAC localized at R = 0.
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FIG. 2. Time snapshots of the exact density, density recon-
structed from the distribution of CTMQC and EHREN tra-
jectories and spatially-resolved electronic coherences between
the two parallel surfaces with exact, CTMQC , and Ehrenfest.

decoherence for both. SHXF shows similar behavior to
SHEDC, and they both suffer from spurious population
transfer [32] as evidenced in the bottom panel. CTMQC
on the other hand, shows the correct behavior captur-
ing the first decoherence event while predicting con-
stant spatially-integrated coherences between the par-
allel surfaces, and correctly constant populations, due
its redefinition of the quantum momentum preventing

4



0.25

0.27

0.29

0.31

0 10 20 30 40

Γ 2
2(
t)

t/fs

0

0.1

0.2

0.3

|Γ
12
(t)
|=
|Γ
13
(t)
|

0

0.1

0.2

0.3

|Γ
23
(t)
| EXACT

CTMQC
EHREN
SHXF

SHEDC

E1(R
)

E3
(R
)

E2
(R
)

0

0.1

0.2

-5 0 5

FIG. 3. Electronic state populations of the first excited state
(lower panel), and magnitude of electronic coherences be-
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panel) as a function of time for 3HO model. The inset shows
the adiabatic PES for 3HO model.

spurious net transfer. However, the recoherence is not
well-captured in the EF-based methods. This is because
we enter the domain of the fourth observation made ear-
lier where, after the first decoherence, the Sn are the
only terms that can drive coherence change, and CT-
MQC sets this term to zero. The importance of S is
evident from the snapshots of the exact Q, Q1 and S1

during the first recoherence event shown in the Supple-
mental Material (Fig. SI.1), where S displays large fea-
tures that largely cancel those in Q, crunching it down
to yield a relatively small Qk.

In summary, electronic coherences are significantly
influenced by beyond-classical electron-nuclear correla-
tion. In particular, the projected quantum momentum
plays a key role in determining the correct spatially-
resolved electronic coherence, which in turn influences
the spatially-averaged coherence at later times. The EF
approach allows the definition of exact trajectory-based
equations for the electronic coefficients, thanks to the
notion of a single nuclear wavefunction with the correct
density and current-density. Unlike traditional meth-
ods, the EF-based CTMQC is promising for simulating
electronic coherences in molecules, because it approxi-
mates the projected nuclear quantum momentum, and
can accurately predict coherences and populations in
models in which the former fail miserably, distinguish-
ing coherence between parallel surfaces with and deco-

herence with non-parallel. Future work will explore a
correction to CTMQC that reinstates the neglected Sn

contribution, which should then be able to capture reco-
herence, while simultaneously eliminating the need for
the redefinition of the quantum momentum in the im-
plementation of that algorithm.
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SUPPLEMENTARY MATERIAL

SI.1 Exact factorization of the molecular wavefunction

The full time-dependent molecular wavefunction can be exactly factorized as a single correlated product [23–
32], Ψ(r,R, t) = χ(R, t)ΦR(r, t) where the electronic wavefunction satisfies the partial normalization condition∫
|ΦR(r, t)|2dr = 1 ∀R, t. The marginal factor χ(R, t) = eiS(R,t)|χ(R, t)| is interpreted as a nuclear wavefunction

because its modulus-square gives the exact nuclear density and the gradient of its phase the exact nuclear current-
density of the molecular wavefunction:

|χ(R, t)|2 =

∫
|Ψ(r,R, t)|2dr (S.11)

∇νS(R, t) =
MνJν(R, t)

|χ(R, t)|2
−Aν(R, t) (S.12)

with MνJν(R, t) = Im⟨Ψ(R, t)|∇νΨ(R, t)⟩r. The time-evolution for the electronic and nuclear subsystems satisfy

i∂tχ(R, t) = ĤN (R, t)χ(R, t) (S.13)

i∂tΦR(r, t) =
[
Ĥel(r,R)− ϵ(R, t)

]
ΦR(r, t) (S.14)

The nuclear equation is of Schrödinger form with Hamiltonian

ĤN (R, t) =
∑
ν

(−i∇ν +Aν(R, t))2

Mν
+ ϵ(R, t) (S.15)

The scalar ϵ(R, t) = ⟨ΦR(t)|Ĥel − i∂t|ΦR(t)⟩r and vector potentials Aν(R, t) = −i⟨ΦR(t)|∇νΦR(t)⟩r incorporate
the effect of the electronic wavefunction in the nuclear subsystem. On the other hand the electronic equation is
non-linear with electronic Hamiltonian defined as

Ĥel(r,R) = ĤBO(r;R) + ÛeN [ΦR, χ] (S.16)

and electron-nuclear coupling operator defined as

ÛeN =
∑
ν

1

Mν

[(
−i∇ν −Aν(R, t)

)2
2

+

(
−i∇νχ(R, t)

χ(R, t)
+Aν(R, t)

)(
−i∇ν −Aν(R, t)

)]
(S.17)

which incorporates the effect of the nuclear wavefunction in the electronic subsystem. Note that the factorized
form of Ψ(r,R, t) is exact and unique up to a R and t dependent phase, i.e χ̃(R, t) → eiθ(R,t)χ(R, t), Φ̃R(r, t) →
e−iθ(R,t)ΦR(r, t), Ψ̃(r,R, t) → Ψ(r,R, t), with ϵ(R, t) and Aν(R, t) transforming according to standard electrody-

namic potentials Ãν(R, t) → Aν(R, t) +∇νθ(R, t) and ϵ̃(R, t) = ϵ(R, t) + ∂tθ(R, t).

Although the single-product form of the exact factorization approach resembles the form of the molecular wave-
function in the Born-Oppenheimer approximation, a significant distinction is that in the former, the equations for
the electronic and nuclear wavefunctions must be solved self-consistently, while in the latter, the electronic equation
can be solved first for each R and then the nuclear equation solved.
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SI.2 Exact equations for the evolution of electronic coherences

The full equation for the time evolution of the magnitude of the electronic coherences, in regions of non adiabatic-
ity, reads:

i∂tΓjk(R, t) = ∆Ekj(R)Γjk(R, t) +
∑
ν

1

2Mν

(
χk(R, t)∇2

νχ
∗
j (R, t)− χ∗

j (R, t)∇2
νχk(R, t)

−
∑
n ̸=k

[
Dkn,ν(R)Γjn(R, t) + 2χ∗

j (R, t)dkn,ν(R) · ∇νχn(R, t)
]

+
∑
n ̸=j

[
Dnj,ν(R)Γnk(R, t) + 2χkdjn,ν(R) · ∇νχ

∗
n(R, t)

])
(S.18)

where we have assumed all real BO states, and no geometric phase effects, and where dnk,ν(R) and Dnk,ν(R) are
the non-adiabatic coupling vector ⟨ϕR,n|∇νϕR.k⟩r and scalar coupling ⟨ϕR,n|∇2

νϕR,k⟩r respectively. Writing the

wavepackets in polar form, i.e χn(R, t) = |χn(R, t)|eiSn(R,t), we have

∇νχk(R, t) =
(
i∇νSk(R, t)−Qν,k(R, t)

)
χk(R, t) (S.19)

∇2
νχk(R, t) =

(
Qν,k(R, t)− 2iQν,k(R, t) · ∇νSk(R, t) + i∇2

νSk(R, t)− (∇νSk(R, t))2
)
χk(R, t) (S.20)

where the k-th state projected quantum momentum and quantum potential read

Qν,k(R, t) = −
∇ν |χk(R, t)|
|χk(R, t)|

Qν,k(R, t) =
∇2

ν |χk(R, t)|
|χk(R, t)|

(S.21)

The nuclear-coordinate dependent coefficients in the Born-Huang expansion of the molecular wavefunction {χk}
are related to the nuclear-coordinate dependent coefficients in the Born-Huang expansion of the time-dependent
conditional electronic wavefunction {Ck},

ΦR(r, t) =
∑
k

Ck(R, t)ΦBO
R,k(r) , (S.22)

via

χk(R, t) = χ(R, t)Ck(R, t) → eiSk(R,t)|χk(R, t)| = ei[S(R,t)+γk(R,t)]|χ(R, t)||Ck(R, t)| . (S.23)

We define the k-th state reduced quantum momentum and as

Sν,k(R, t) = −
∇ν |Ck(R, t)|
|Ck(R, t)|

(S.24)

which allows us to write equivalently to Eq S.19

∇νCk(R, t) =
(
i∇νγk(R, t)−Sν,k(R, t)

)
Ck(R, t) (S.25)

Note that Sν,k(R, t) and Qν,k(R, t) are related through the nuclear quantum momentum Qν(R, t)

Qν(R, t) = −
∇ν |χ(R, t)|
|χ(R, t)|

= Sν,k(R, t) +Qν,k(R, t) ∀ ν, k (S.26)

In terms of these quantities, we write, omitting the dependencies to avoid notational clutter,

i∂tΓjk(R, t) = ∆EkjΓjk +
∑
ν

Γjk

2Mν

(
Qν,j + 2iQν,j∇νSj − i∇2

νSj − (∇νSj)
2 −Qν,k + 2iQν,k∇νSk − i∇2

νSk + (∇νSk)
2

)

−
∑

ν,n ̸=k

Γjn

2Mν
[Dkn,ν + 2idkn,ν · ∇νSn − 2dkn,ν ·Qν,n)] +

∑
ν,n ̸=j

Γnk

2Mν
[Dnj,ν − 2idjn,ν · ∇νSn − 2djn,ν ·Qν,n]

)
(S.27)
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where we define ∆gjk = gj − gk for any quantity g. Now, from Eq. S.12 and the expansion Eq. S.22, we have

∇νS =
MνJν

|χ|2
−Aν =

MνJν

|χ|2
−
∑
l

|Cl|2∇νγl − Im
∑
kl

C∗
l Ckdν,lk (S.28)

and

∇2
νS = MνJν · ∇ν

1

|χ|2
+

Mν∇ν · Jν

|χ|2
−∇ν ·Aν

=
Mν

|χ|2
(∇ν · Jν + 2 (Qν,k −Sν,k) · Jν)−

∑
l

|Cl|2
(
∇2

νγl − 2Sν,l∇νγl
)
− Im∇ν ·

∑
kl

C∗
l Ckdν,lk (S.29)

where we wrote Qν = Qν,k −Sν,k, true for any k. This gives, in regions where the NACs are zero,

∂tΓjk(R, t) = −i∆Ekj(R)Γjk(R, t) +
∑
ν

Γjk

2Mν

[
− i∆Qν,jk + 2 (Qν,j +Qν,k) ·

(
���

��MνJν

|χ(R, t)|2
−
∑
l

|Cl|2∇νγl

)

+2 (Qν,j · ∇νγj +Qν,k · ∇νγk)−
2Mν

|χ(R, t)|2
(∇ν · Jν + (((((((Qν,k +Qν,j −Sν,k −Sν,j) · Jν)

+2
∑
l

|Cl|2
(
∇2

νγl − 2Sν,l∇νγl
)
−∇2

ν (γk + γj)− i(∇νγk)
2 + i(∇νγj)

2

−2i∆∇νγkj ·

(
MνJν

|χ(R, t)|2
−
∑
l

|Cl|2∇νγl

)]
(S.30)

Rearranging and defining ∇νγk = fν,k we obtain

∂tΓjk(R, t) = −Γjk(R, t)

{
i∆Ekj(R) +

∑
ν

1

|χ|2

[(
i∆fkj · Jν +∇ν · Jν − (Sν,k +Sν,j) · Jν

)
+
∑
ν

1

2Mν

[
i∆Qν,jk +

∑
l

|Cl|2 (2Qν,j −∇ν) ·∆fν,lj +
∑
l

|Cl|2 (2Qν,k −∇ν) ·∆fν,lk

+4
∑
l

|Cl|2Sν,l · fν,l + if2ν,k − if2ν,j − 2i∆fν,kj ·
∑
l

|Cl|2fν,l

]}
(S.31)

(where again ∆fν,lk = fν,l − fν,k). We define Γ̃jk = Γjke
i
∫ t αjk(r,t

′)dt′ where

αjk(R, t) = ∆Ekj +
∑
ν

∆fkj · Jν

|χ|2
+
∑
ν

1

2Mν

[
∆Qν,jk +∆(f2ν,kj)− 2∆fν,kj ·

∑
l

|Cl|2fν,l
]

(S.32)

such that

∂tΓ̃jk(R, t) = −Γ̃jk

{∑
ν

(
∇ν − 2Sν,jk

)
· Jν

|χ|2
+
∑
ν,l

|Cl|2

2Mν

[
(4Qν,jk − 2∇ν) · (fν,l − fν,jk) + 4Sν,l · fν,l

]}
(S.33)

where we use the notation gjk = (gj + gk)/2.

Then, because ∂|Γjk|
∂t = 2|Γjk|2Re

(
1

Γ̃jk

∂|Γ̃jk|
∂t

)
, and everything in the curly bracket is real, it follows that Eq. S.33

holds for Γ̃jk replaced by its magnitude, |Γjk|, as written in the main text.
As in the main text, the trajectory-based equation for the populations and coherences follows from these equations

by replacing the nuclear density by a sum over delta-functions centered at each member I of the trajectory ensemble.
The current-density

Jν → (|χ|2)(I)Ṙ(I)
ν and ∇ν · Jν → −2(|χ|2)(I)Q(I)

ν · Ṙ(I)
ν with |χ(R, t)|2 →

∑
I

(|χ|2)(I) = 1

Ntr

∑
I

δ(R−R(I)(t))

(S.34)
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where the trajectory’s velocity Ṙ
(I)
ν is given by classical equations of motion derived from the classical nuclear

Hamiltonian. We consider the total time-derivative along the trajectory, defined using the convective derivative
(Lagrangian frame) d/dt = ∂t +

∑
µ Ṙ

(I)
ν · ∇ν . This yields:

dΓjk

dt
→

(
∂t +

∑
ν

Ṙν · ∇ν

)
Γjk =

(
∂t +

∑
ν

Ṙν · (i∆fν,kj − 2Qν,kj)

)
Γjk (S.35)

Then, using Eqs. S.31, S.34 and S.35, and taking Γjk(R, t) = |χ(R, t)|2C∗
j (R, t)Ck(R, t) → 1

Ntr

∑
I δ(R −

R(I)(t))C
(I)∗
j (t)C

(I)
k (t), we obtain

∑
I

d(C∗
jCk)

dt

(I)

= −
∑
I

C
∗(I)
j C

(I)
k

{∑
ν,l

|Cl|2

2Mν

[(
4Q(I)

ν,jk − 2∇ν

)
·
(
f
(I)
ν,l − f

(I)
ν,jk

)
+ 4S

(I)
ν,l · f

(I)
ν,l

]}

+i∆E
(I)
kj +

∑
ν

1

2Mν

[
i∆Q

(I)
ν,jk + i∆(f

(I) 2
ν,kj )− 2i∆f

(I)
ν,kj ·

∑
l

|C(I)
l |2f (I)ν,l

]}
(S.36)

Defining ˜
C

(I)∗
j C

(I)
k = C

(I)∗
j C

(I)
k e

i
∫
(αjk−

∑
ν

i∆fkj ·Ṙν

|χ|2
)dt we can write

d(C̃∗
jCk)

dt

(I)

= − ˜
C

∗(I)
j C

(I)
k

{∑
ν

1

2Mν

∑
l

|C(I)
l |2

[(
4Q(I)

ν,jk − 2∇ν

)
·
(
f
(I)
ν,l − f

(I)
ν,jk

)
+ 4S

(α)
ν,l · f (I)ν,l

]
(S.37)

which by the same argument than Eq. S.33 the equation holds for |C∗
jCk|(I), as shown in the main text. For the

exact trajectory-based propagation equation, we now go back and include the terms from the NAC.

∂tΓjk(R, t) = ∂tΓjk(R, t)Eq. S.31 + ∂tΓjk(R, t)NAC (S.38)

where

∂tΓjk(R, t)NAC = −
∑

ν,n ̸=k

Γjn

2Mν

[
− iDkn,ν + 2dkn,ν ·

(
MνJν

|χ|2
+
∑
l

|Cl|2∆fν,nl + i
∑
ml

C∗
l Cmdν,lm + iQν,n)

)]

+
∑
ν,n ̸=j

Γnk

2Mν

[
− iDnj,ν − 2djn,ν ·

(
MνJν

|χ|2
+
∑
l

|Cl|2∆fν,nl + i
∑
ml

C∗
l Cmdν,lm − iQν,n

)]

+
∑
ν

Γjk

2Mν

[
4iQν,jk ·

∑
lm

C∗
l Cmdν,lm + 2

∑
lm

(
∆fν,lm − 2iSν,lm + i∇ν

)
· dν,lm − 2∆fν,jk ·

∑
lm

C∗
l Cmdν,lm

]
(S.39)

so that for the trajectory-based coherences and populations, we obtain

∑
I

d(C
∗(I)
j C

(I)
k )

dt
=
∑
I

(
dC

∗(I)
j C

(I)
k

dt

)Eq. S.36

+

(
dC

∗(I)
j C

(I)
k

dt

)NAC

(S.40)

where(
dC

∗(I)
j C

(I)
k

dt

)NAC

= −
∑

ν,n ̸=k

(C∗
jCn)

(I)

2Mν

[
− iD

(I)
kn,ν + 2d

(I)
kn,ν ·

(
MνṘ

(I)
ν +

∑
l

|C(I)
l |2∆f

(I)
ν,nl + i

∑
ml

(C∗
l Cm)(I)d

(I)
ν,lm

+iQν,n)
(I)

)]
+
∑
ν,n ̸=j

(C∗
nCk)

(I)

2Mν

[
− iD

(I)
nj,ν − 2d

(I)
jn,ν ·

(
MνṘ

(I)
ν +

∑
l

|C(I)
l |2∆f

(I)
ν,nl + i

∑
ml

(C∗
l Cm)(I)d

(I)
ν,lm − iQ(I)

ν,n

)]

+
∑
ν

(C∗
jCk)

(I)

Mν

∑
lm

C
∗(I)
l C(I)

m

[
2iQ(I)

ν,jk +∆f
(I)
ν,lm − 2iS

(I)

ν,lm + i∇ν +∆f
(I)
ν,kj

]
· d(I)

ν,lm

(S.41)
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SI.3 Simulation details

For the quantum dynamics (QD) simulations, the time-dependent Schrödinger equation is solved on a grid in the
diabatic basis using the split-operator method. The system is initialized in a coherent superposition of three gaussian
nuclear wavepackets

|Ψ(R, 0)⟩ = χ(R, 0) (|ϕR,1⟩+ |ϕR,2⟩/2 + |ϕR,3⟩/2) (S.42)

with χ(R, 0) =
(

2π1/2

3σ

)1/2
e−

(R−R0)2

2σ2 +i(R−R0)P0 . The initial variance, position, momentum are (σ,R0, P0) =

(1 bohr,−26 bohr−1, 40 bohr) for the EL20-SAC model and (σ,R0, P0) = (0.223 bohr,−4 bohr, 0 bohr−1) for the 3HO
model. For the EL20-SAC model the spatial grid is defined in the range [−26 : 28] bohr with 4000 grid points and
with a time-step of dt = 0.0012 fs. For the 3HO model the chosen spacial grid range is [−10 : 10] bohr with 2000 grid
points and with a time-step of dt = 0.0024 fs.

The trajectory-based simulations were performed in the G-CTMQC package [39] and the SHXF simulations in
the PYUNIXMD package [38]. In both models 1000 Wigner-sampled trajectories were run using the same initial
conditions as for the exact case.

Example 1: EL20-SAC

The Hamiltonian in the diabatic basis is given by

H(R) =

V1(R) 0 0
0 V2(R) λ(R)
0 λ(R) −V2(R)

 (S.43)

with

V1(R) = −0.03(R+ 35)− 0.02

V2(R) =
R

|R|
A
(
1− e−B|R|

)
λ(R) = Ce−DR2

(S.44)

the chosen model parameters were A = 0.01Ha, B = 1.6 bohr−1 C = 0.005Ha and D = 1bohr−2.

Example 2: 3HO

The Hamiltonian reads

H(R) =

 1
2k1R

2 0 0
0 1

2k2R
2 +∆ 0

0 0 1
2k2R

2 + 2∆

 (S.45)

with k1 = 0.005Ha2, k2 = 0.02Ha2 and ∆ = 0.01Ha.

SI.4 EFFECT OF S

To show the importance of S(R, t) we plotted time-snapshots of the exact Q1(R, t), S1(R, t) and Q1(R, t) during
the first recoherence event. We observe both the nuclear quantum momentum Q1 and the reduced contribution S1

are active during this event, and the large features that Q1 displays are offset largely by S1 yielding a relatively
small Q1. As discussed in the main text, the S terms are responsible to induce recoherence away from NAC regions
causing a change in the electronic coherences which then activates the terms dependent on Q(R, t).
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FIG. S.4. Time snapshots of the exact density on the first (orange) and second (green) electronic states, nuclear quantum momen-
tum (blue line), and projected quantum momentum (black line) and crunch term (red line) on state 1 during the recoherence event
for 3HO model.
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