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Abstract

Large language model alignment is widely used
and studied to avoid LLM producing unhelpful
and harmful responses. However, the lengthy
training process and predefined preference bias
hinder adaptation to online diverse human pref-
erences. To this end, this paper proposes an
alignment framework, called Reinforcement
Learning with Human Behavior (RLHB), to
align LLMs by directly leveraging real online
human behaviors. By taking the generative ad-
versarial framework, the generator is trained to
respond following expected human behavior;
while the discriminator tries to verify whether
the triplets of query, response, and human be-
havior come from real online environments. Be-
havior modeling in natural-language form and
the multi-model joint training mechanism en-
able an active and sustainable online alignment.
Experimental results confirm the effectiveness
of our proposed methods by both human and
automatic evaluations.

1 Introduction

Large language models (LLMs) have recently
emerged with powerful capabilities and potential
for understanding human instructions and gener-
ating high-quality answers. Their impressive in-
telligence thus promotes many downstream ap-
plications, e.g., question answering (Kamalloo
et al., 2023), tool learning (Qin et al., 2023; Schick
et al., 2023), and information seeking (Zhu et al.,
2023). To acquire powerful capabilities, most of
them, like InstructGPT (Ouyang et al., 2022) and
Llama2 (Touvron et al., 2023), are first trained over
massive language corpora by simply next token
prediction learning. Then they will be fine-tuned
over delicately constructed instruction-following
datasets, which aims to enhance LLMs to respond
to human questions correctly.
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Figure 1: Illustration of collecting online human be-
haviors in Baidu Search. When a user enters a search
query, the answer generated by the LLM can appear
at the forefront of the search results. Then, the user
can interact with the system through various behaviors,
such as clicking the contents, giving a like or dislike, or
changing the query.

However, fine-tuned LLMs are often observed
to produce unexpected or even harmful answers,
which is far from human-preferred behavior. There-
fore, most LLMs introduce an alignment phrase to
steer the LLM to predefined dimensions, e.g., harm-
less, helpful, and honest. Typically, the LLM align-
ment methods (Ouyang et al., 2022; Touvron et al.,
2023; Zheng et al., 2023) usually first assign pref-
erence signals to model-generated answers from
different sources and then train the model based on
preference signals via methods like RLHF (Ouyang
et al.,, 2022) and DPO (Rafailov et al., 2023).
Specifically, most recent methods usually use an
auxiliary reward model to assign preference signals,
mainly trained from human-annotated data or hu-
man standards for alignment. But these approaches
always require high labor and time costs and a large
amount of inference sampling. In contrast, some
other studies consider Al-assisted annotation or
Al-guided feedback as alignment signals to avoid
human efforts. Nevertheless, the feedback distribu-
tion from both sources is usually inconsistent with
online users, which is time-variant and diverse.



To address the above problems, this paper ex-
plores directly leveraging online human behaviors
to align LLMs. To this end, we first demonstrate
LLM responses to users for random queries at the
Top-1 position of search engine results. Then, real
online human behavior in various dimensions, such
as liking and clicking, is collected anonymously.
Later, the behavior signals are processed into nu-
merical or natural-language forms for better LLM
alignment with human preferences.

Based on online human behaviors, this paper fur-
ther proposes a novel LLM alignment framework,
Reinforcement Learning with Human Behaviors
(RLHB). RLHB takes the target LLM as the genera-
tor and another auxiliary LLM as the discriminator.
The discriminator takes the query, the generator’s
response, and the real/fake behavior signal as in-
puts, and determines whether the <query, response,
human behavior> triplets are collected from on-
line environments. The generator needs to respond
to the given query following specified human be-
havior, and make the <query, response, human be-
havior> as realistic as possible. So that, it can
confuse the discriminator. To fully take advantage
of LLM’s ability to understand and follow natural
language, human behaviors, working as condition
information, are expressed in natural language form
and put into generation instructions.

In this way, the generator and the discriminator
are thus trained adversarially. After convergence,
the generator is well-aligned to generate responses
that match given human behaviors. In the inference
stage, the well-aligned generator can be directly
deployed online, taking the user’s query and the
most preferred behavior signals as inputs. Com-
pared to RLHF: (1) RLHB eliminates annotation
requirements and thus can be generalized to various
scenarios and applications. (2) RLHB can continu-
ously learn as human behavior is updated, owing to
its multi-model simultaneous training mechanism
and behavior modeling in natural-language form.

To verify the effectiveness of RLHB, we conduct
a series of experiments and evaluate the perfor-
mance of RLHB using both human and automatic
(i.e., GPT4) evaluation methods. In summary, our
contributions are tri-folds:

* We propose a novel framework, Reinforce-
ment Learning with Human Behaviors, to
align LLMs with online human behaviors.

* We construct various experiments to explore
how to leverage online human behaviors, from

signal combination strategies to signal forms.

* We verified the model on the online platform,
which is evaluated by both humans and GPT4.

2 Related Work

Aligning large language models with human pref-
erences is first proposed by Stiennon et al. (2020);
Ouyang et al. (2022), which usually adopts rein-
forcement learning methods(Stiennon et al., 2020;
Ouyang et al., 2022; Lee et al., 2023; Bai et al.,
2022), or ranking-based learning methods, such as
RRHF (Yuan et al., 2023b), DPO (Rafailov et al.,
2023), PRO (Song et al., 2023), YPO (Azar et al.,
2023), et al. Then, researchers are inspired to study
how to align LLMs with different kinds of prefer-
ence signals, such as human annotations and prin-
ciples, Al assistance, and online demonstrations.

Human Annotations and Principles. In ad-
dition to original preference annotation setups
in Ouyang et al. (2022), some other studies also ex-
plore annotating the human preferences in different
grains (Wu et al., 2023), from fusing sources (Zeng
et al., 2023; Rame et al., 2023), or through multi-
ple processes (Lightman et al., 2023; Uesato et al.,
2022; Yuan et al., 2023a; Luo et al., 2023). Be-
sides, Xu et al. (2023); Wang et al. (2023); Jin et al.
(2023); Li et al. (2023a) tried to directly utilize nat-
ural language feedback from the annotators rather
than learning a scalar reward. However, human
annotations are usually costly and time-consuming.
Therefore, Bai et al. (2022); Anthropic and the
Collective Intelligence Project (2023); Wang et al.
(2023) proposed to leverage the meta principles
or community feedback to enhance the alignment.
Furthermore, some studies adopt rule-based (Ope-
nAl, 2023) and principle-following (Sun et al.,
2023) reward models in their alignment algorithms.

Al Assistance. Different from manual feedback
or annotations, Chang et al. (2023) tries to lever-
age the feedback from other powerful LLMs (e.g.,
GPT-4) as guidance to align their unaligned LLMs.
Due to the limitation of accessing those powerful
LLMs, Bai et al. (2022); Lee et al. (2023); Tun-
stall et al. (2023); Yang et al. (2023) propose to
first distill the feedback from powerful LLMs to
smaller reward models and then use the distilled
reward models in alignment practice. Apart from
the Al feedback, the sample quality critique can
also be used for LLM alignment. For example, Shi
et al. (2023) proposed to identify harmful responses



and revise them using other LL.Ms for further fine-
tuning and alignment; while Bai et al. (2022); Li
et al. (2023b); Dong et al. (2023a) iteratively em-
ployed self-critique to detect bad responses and
revise responses themselves. Moreover, Dong et al.
(2023b); Hu et al. (2023) utilized self-critique re-
wards as condition information in the generation
process, which is similar to our method.

Online Demonstrations. Nevertheless, aligning
language models with the aforementioned offline
signals could usually cause mis-generalization or
distributional shifts, easily resulting in LLM col-
lapses (Casper et al., 2023; Ji et al., 2023). Even,
the LLM alignment performance is found to be
highly sensitive to the noise rate in preference
data (Gao et al., 2024). Therefore, Casper et al.
(2023); Ji et al. (2023) propose to utilize inverse re-
inforcement learning (IRL) to model human prefer-
ences directly, which infer reward signals by lever-
aging expert trajectories (Ng et al., 2000). How-
ever, IRL is often limited to computational cost,
demonstration capabilities, and expert efforts when
modeling the reward signals (Ho and Ermon, 2016;
Jietal., 2023; Casper et al., 2023). Thus, genera-
tive adversarial imitation learning (GAIL) (Ho and
Ermon, 2016) is proposed to fuse IRL into Gener-
ative Adversarial Nets (GAN) (Goodfellow et al.,
2014), where the actor tries to generate approach-
ing high rewards, and the discriminator assesses
whether the trajectory is expert-generated.

3 From Human Feedback To Human
Behaviors

Leveraging online anonymous human behaviors to
improve content quality and user experience has
been studied for a long period in Information Re-
trieval (Joachims et al., 2017; Mitra et al., 2018;
Huang et al., 2020) and Recommendation Sys-
tems (Hu et al., 2008; Liu et al., 2010; Zhao et al.,
2018; Xie et al., 2021; Wu et al., 2022). The lever-
aged human behaviors can be usually divided into
three types: the explicit behaviors (Huang et al.,
2020), the implicit behaviors (Hu et al., 2008;
Joachims et al., 2017), and the fused ones (Liu et al.,
2010; Zhao et al., 2018; Xie et al., 2021; Wu et al.,
2022). Explicit behavior refers to users’ proactive
feedback behavior. For instance, user preferences
can be directly collected by counting the times they
click the Like or Dislike button. Other interac-
tive patterns are used like Sharing (demonstrates
users’ preference for the content by actively dis-

tributing it), Commenting (illustrates the inclination
to participate in topic discussion actively), and so
on. Implicit behavior usually involves indirect and
non-perceived interactions, like Page Views (ab-
breviated as PV, representing the number of times a
query is searched and exposed), Clicks (denote the
number of times an answer is clicked, reflecting the
level of interest or engagement a user has), Dwell
Time (also reflects users’ interests and concerns in
the presented content), Switching to Similar
Queries (means the answer does not satisfy the
user’s full intent), and so on.

Recently, more and more web search engines
have been committed to fulfilling user requirements
relying on the LLM to directly return satisfied re-
sponses, and present them on the forefront page
(see Figure 1 as an example). Through multiple
user interactions, such as clicking, liking, changing
queries, etc., the system continuously updates the
generated answers until the customer is satisfied.
In this process, the system accumulates amounts of
real interactive trajectories. Compared with man-
ually annotated predefined preference data, real
online interactive behaviors are more consistent
with users’ habits and preferences.

In this work, to simplify, we fuse four types of
representative explicit and implicit indicators to de-
scribe users’ preferences, i.e. Page Views, Clicks,
Likes, and Dislikes. The first three are positive in-
dicators and the last is negative. We smooth indica-
tors by log(1 + x) and discretize each into /N equal
parts. During RL training, we perform reward shap-
ing (Likes — Dislikes) /(PV + Clicks), com-
bining multi-head rewards into a holistic scalar.

4 LLM Alignment with Human Behaviors

Based on the above human behaviors, we introduce
how to leverage them for LLM alignments in this
section. We propose two alignment methods using
human behaviors, denoted as RLHBC and RLHB.

4.1 Problem Definition

LLM alignment with online human behav-
iors can be formulated as a Markov Decision
Process (MDP) problem, denoted as a tuple
(S, A, P,R,v). We consider human interactions
and behaviors as the environment E. At every
time step ¢, the LLM agent observes the current
state s; € S from E (the query triggered by the
customer) and takes actions a; € A according to
a policy 7 : S — p(A) that maps the states to



a probability distribution over the actions. The
agent’s action is to generate tokens till the end
of the content. Then, the agent will receive a
reward r; = R(s;,a;) from the trained reward
model, and a new state s;; € S from the envi-
ronment F. The return of the interactive trajec-
tory 7 = {s1,a1,..., sy, ar} is the cumulative -
discounted rewards, i.e. R(7) = %]_,~'r;, where
T is the horizon of an episode. RL aims to optimize
the policy 7 by maximizing the expected returns
from the initial state.

4.2 A Naive Method

Given human behaviors towards <question, LLM
response> pairs, one naive method is to directly
train feedback simulators to predict user behaviors
b € B based on the query s € S and the LLM
response a € A. Then, the trained simulators can
be used as reward models in the RLHF framework
to align LLMs with real human behaviors.

In practice, however, collecting sufficient human
behaviors related to different answers to the same
questions is usually difficult. For example, we may
only have one chance to provide the LLM response
if users search for some queries that usually never
be searched again in a web search engine. There-
fore, we propose to build a multi-head pointwise
classifier with cross-entropy loss as follows:

N C
CE(b,b) = —% D bijlog(biy) (1)
i=1 j=1
After that, the multi-head pointwise classifier is
used as the reward model to align LLMs via RLHF
algorithm. We thus call it Reinforcement Learning
with Human Behavior through Classifier, RLHBC.

4.3 Reinforcement Learning with Human
Behaviors

Inverse reinforcement learning (IRL) is a popular
alternative to align target models with online expert
demonstrations, with the advantage of not interact-
ing with experts during training. It enhances sam-
pling and training efficiency, compared to reinforce-
ment learning and imitation learning. Generative
Adversarial Imitation Learning (GAIL) (Ho and
Ermon, 2016) can further bypass the intermediate
step of recovering the unknown reward model in
IRL. It directly optimizes the policy, using a GAN
discriminator trained by expert demonstrations to
provide the action-value function,

Q(Sv CL) = E(s,a)GM [log (Dw(sv a))} (@
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Figure 2: The training process of RLHB.

where the expert and generated demonstrations are
denoted as M, and M. The initial policy actor
and discriminator parameters are ¢y and wg. The
discriminator D can be updated by maximizing

E(s,a)em. [log(Dy (8,a))] +
E(s,a)EMg [1 - IOg(Dw (57 a))] :

The discriminator evaluates whether the interaction
trajectory comes from expert demonstrations; while
the generator is promoted to generate expert-like
high-quality content.

In industrial scenarios, online demonstrations
with strong positive feedback are considered expert
or golden demonstrations. However, strong feed-
back samples are usually sparse and imbalanced.
For example, most search items may receive at
most one view or click, but others can attract rich
and massive interactions by most users.

Regarding the above problem, we propose a
novel alignment method, named Reinforcement
Learning with Human Behaviors (RLHB, see Fig-
ure 2 for illustration), fully utilizing online demon-
strations, inspired by Decision Transformer (Chen
et al., 2021). The discriminator here is defined to
verify whether the query-answer <s, a> pair un-
der the given feedback b comes from real online
demonstrations, rather than expert demonstrations.

3

E(st7at7bt)€Me [log(D(St’ a’t; bt))] +

4)
E(St,ambt)EMg [1 - log(D(Stv ai; bt))]

The LLM generator, when receiving a query s, is
supposed to give a response a following the ex-
pected feedback b, that is, 7 (ay|s¢, by), regardless
of positive or negative feedback. When imple-
mented in an online environment, the policy is
required to comply with preferred feedback.

We update the generator using the objective func-
tion with clipped surrogate following RLHF:

L(0) = E, [min (zt/it, clip (6,1 — ¢,1+ ¢) At)} ,
(5



where the ratio of the new policy over the old is
0, — o (at \ St bt)
t= T v
7T901d (at ‘ St, bt)

and the advantages are calculated following the
generalized advantage estimator (GAE):

(6)

At = (7)\)l5t+l, @)

1=0
O =1t + Vo (Se41:be41) — Vg (5450),  (8)
Ry = Ay + Vy (st br) - 9

The ’rewards’ r; is provided by the discrimina-
tor D(sy, as; by), and R, denotes expected returns.
Note that r; is combined with the KL divergence
penalties per token to prevent deviation from the
initial model.

Tt — UKL (Weold(at | St’bt)aﬂ'e(at ’ 8t7bt)) (10)

The critic, with parameters ¢, providing token-level
state-values, is updated by

L(p) = Eqy |||Vy (56501) — R @b

The parameters of the policy 8, critic ¢, and dis-
criminator w models are iteratively updated in se-
quence during training.

Bootstrap Enhancement Since RLHB intro-
duces simultaneous training of models (i.e. the
actor, critic, and discriminator), the efficiency and
balance of sampling are crucial to each. The out-
puts of the critic and discriminator are both scalar
values, which are relatively easy to learn; in con-
trast, the convergence of the actor is more difficult
owing to larger and more uncertain action space.
To prevent the discriminator from overfitting and
make it more robust, we bootstrap a certain propor-
tion « of highly-rewarded demonstrations as ’fake’
online demonstrations for discriminator updating.

Behavior in Natural-Language Form Further-
more, we change the form of behavioral data mod-
eling. In RLHF-type methods, data processes in
pairwise or numerical forms are necessary before
reward modeling and RL alignment, breaking the
training process into parts and bringing instability
in signal models. However, LLM has proven its
ability to understand and express natural language
like humans, including text containing data and
statistical results. Therefore, under the settings of
RLHB, we instead utilize the intrinsic properties of
LLM to describe human behaviors in the form of
natural language and put it into instructions.

S Experiments

In this section, we conduct several experiments to
assess the effectiveness of our methods, which aims
to answer the following two questions:

Q1 Whether the generative model can be directly
aligned on real online human behaviors?

Q2 Whether the predefined preferences alignment
can be further improved by online alignment?

5.1 Data

Human Behavior Data. Online human behavior
data is collected from Baidu Search. We uniformly
sample real demonstrations from online environ-
ments based on indicators discussed in Section 3.
We finally obtained around 100k <query, answer,
feedback> triplets for experiments.

Human Preference Data. We also collect man-
ual preference data for reward modeling, following
InstructGPT (Ouyang et al., 2022). We sample ran-
dom queries and generate multiple answers for each
using LLMs for internal usage. Then, every two
different answers to the same query are annotated
with preference labels by experienced annotators .

5.2 Models

Baseline (SFT). We utilize an internal LLM
(13B) as the backbone and set its default version
as the baseline, fine-tuned well with millions of
platform-owned data.

Reward Model (RM). RM is trained on hu-
man preference data with pairwise ranking loss
in Eq. 12. ¢ denotes the RM parameters, and a,, is
the preferred answer for each pair.

L(¢) = —logo (ry (s, aw) (12)

— Ty (37 al))
Classifier Model (CM). Following setups in Sec-
tion 4.2 and 5.1, the classifier in RLHBC fits human
behavior data in numerical form.

Discriminator Model (DM). We also warm up a
discriminator for ablation experiments. It is trained
using online human behavior samples as real, and
random replacements of their feedback as fake.

'The annotation consistency confidence level is over 80%



5.3 Evaluation Metrics

Three types of metrics are used for evaluation. First,
as GPT4 (OpenAl, 2023) is widely used as a refer-
ence to evaluate the quality of generated text (Wang
et al., 2023), we follow these studies to prompt
GPT4 ? to rank each pair of responses to the same
query from different models and then summarize
them into Win-Tie-Loss (WTL) results. Moreover,
we adopt two human evaluation systems in Baidu
Search to provide fine-grained assessments, i.e.
Quality Score and Satisfaction Score. We recruit
annotators, well-educated and experienced in the
labeling criteria, to label these scores for each pair
of queries and LLM responses. Additionally, fol-
lowing other studies on RL-based alignment meth-
ods (Zheng et al., 2023), we utilize RL indicators
to evaluate the stability of model training and LLM
metrics to assess the LLM capabilities.

Quality Score. It focuses on content quality with
four levels. Bad indicates text with low quality,
mistakes, irrelevant or false contents; Medium
means redundant texts or those that do not solve
the major need; Good denotes the text can meet the
need with the lack of content richness, relevance,
authoritativeness, or necessary multi-modal infor-
mation; Excellent represents the generated text
fully and accurately meets needs and adds in-depth
and extended content. Based on Quality Scores,
pairwise Win-Tie-Loss can also be provided.

Satisfaction Score. It is a three-level score to
measure user satisfaction with given responses to
their search queries. Unsatisfied mainly indicates
content quality problems, such as irrelevance, mis-
takes, duplications, hallucinations, partial satisfac-
tion of the user’s need, and some other defects;
Partially Satisfied means the answers meet main
requirements but in an unsatisfied display form,
such as under-listing, over-listing, excessive length,
inappropriate integration of multi-modal contents,
etc.; Satisfied demonstrates that satisfied or even
in-depth content is integrated into a proper format
and length, without any wrong information.

5.4 Other Setups

For Q1, we trained RLHF, RLHBC, and RLHB
from the baseline to see which produces more align-
ment gains for the unaligned SFT. The critic models
for RLHF and RLHBC are started from RM and
CM; while the critic and discriminator models for

2GPT4-Turbo is used in our evaluation.

RLHB are initialized from the baseline. For Q2, we
further train RLHBC and RLHB based on RLHF
to see if additional improvements can be made,
denoted as RLHF + RLHBC and RLHF + RLHB.

6 Experimental Results

6.1 GPT4 Evaluation

We obtain generated responses to random queries
and combine them into pairs. Then, we utilize
evaluation prompts to ask GPT4 to select a better
response. Note that we combine each pair in for-
ward and reverse orders and ask GPT4 to rank them
twice. The results are shown in Figure 3(a).

In the quantity of Win-Tie-Loss, the RLHBC
and RLHB perform better than their baseline SFT;
while the RLHF + RLHBC and RLHF + RLHB are
worse than their baseline RLHF. However, based on
the Sign Test, the performance of these four groups
is statistically equal. Moreover, it is noteworthy
that, compared to SFT, RLHF shows significant
improvement, with a win rate of 71%. In brief,
from the perspective of GPT4, regardless of the
baselines, the improvement brought by online inter-
active alignment is limited and may even weaken
the performance in some cases.

However, studies found that the limitations and
knowledge barriers of GPT4 may impair its reliabil-
ity of results (Wang et al., 2023). Thus, we further
leverage manual evaluation systems to provide a
comprehensive assessment.

6.2 Human Evaluation

Figure 3(c) demonstrates human evaluation results
by Quality Scores, and we mainly focus on Excel-
lent and Good improvements. First, all candidates
show improvements over the baseline SFT, ranging
from 6% to 18%. The performance of RLHB and
RLHF is basically the same, indicating question Q1
is feasible. Yet, RLHBC is not better than RLHF,
which may result from the Classifier being sensi-
tive to the training data distribution. Furthermore,
RLHF + RLHBC and RLHF + RLHB achieve im-
provements of 3% to 7% over their baseline RLHF.
It indicates that question Q2 is also workable, en-
abling further gains from online interactive align-
ment based on predefined preference alignment.
On the whole, RLHF + RLHB is the only one that
achieves 60% high-quality ratio, satisfying users’
requirements without hallucinations or defects.
Besides, we report Win-Tie-Loss results accord-
ing to Quality Scores in Figure 3(b). Different from



Left Wins Tie Left Loses

RLHF+RLHB vs RLHF 33% 30% 37%

RLHB vs SFT 37% 30% 33%

RLHF+RLHBC vs RLHF 33% 17% 50%

RLHBC vs SFT 49% 14% 37%

RLHF vs SFT 71% 6% 23%

0% 20% 40% 60% 80% 100%

(a) GPT-4 evaluation over quality WTL.

Bad Medium Good Excellent

RLHF+RLHB | 7% 32% 38% 23%
RLHB |5% 40% 41% 14%
RLHF+RLHBC | 6% 38% 39% 17%
RLHBC | 6% 45% 39% 10%.
RLHF | 7% 40% 38% 15%

SFT |5% 52% 30% 13%

0% 20% 40% 60% 80% 100%

(c) Human evaluation over quality score.

Left Wins Tie Left Loses

RLHF+RLHB vs RLHF 19% 75% 6%

RLHB vs SFT 19% 75% 6%

RLHF+RLHBC vs RLHF 22% 63% 15%

RLHBC vs SFT 14% 76% 10%

RLHF vs SFT 17% 74% 9%

0% 20% 40% 60% 80% 100%

(b) Human evaluation over quality WTL.

Unsatisfied Partially Satisfied Satisfied

RLHF+RLHB 65% 22% 13%
RLHB 74% 18% 8%
RLHF+RLHBC 76% 15% 9%
RLHBC 82% 11% 7%
RLHF 74% 18% 8%

SFT 76% 17% 7%

0% 20% 40% 60% 80% 100%

(d) Human evaluation over satisfaction score.

Figure 3: GPT4 and Human Evaluations. Even though the results differ to varying degrees, most confirm the
feasibility of the proposed questions Q1 and Q2, especially from the perspective of RLHB and RLHF + RLHB.

GPT4’s results, the performance of RLHF and SFT
is statistically equal here. Additionally, with a rate
of Win-Loss 19%:6%, RLHF + RLHB and RLHB
present significant improvements from RLHF and
SFT, respectively. It confirms the feasibility of the
two questions again. On the contrary, the enhance-
ment of RLHF + RLHBC and RLHBC over RLHF
and SFT is just near statistical significance. An-
other problem occurs to RLHF + RLHBC. When
the win rate increases to 22%, the loss rate also
rises to 15%, both the highest among all compar-
isons. Therefore, RLHB-based models are more
promising in industrial applications.

Figure 3(d) displays the outcomes of Satisfaction
Scores, and we mainly focus on the percentages of
Satisfied and Partially Satisfied. Firstly, RLHB and
RLHF perform similarly; while RLHF + RLHB fur-
ther improves RLHF by 9%. These once again con-
firm the two questions are feasible. However, both
RLHF + RLHBC and RLHBC are worse than their
baselines RLHF and SFT, respectively. It reflects
the stability issues of Classifier-based alignment
models. Interestingly, on Satisfaction dimensions,
the effects of RLHF and SFT are still the same,
which is quite different from GPT4’s results.

6.3 Model Training Metrics

In this subsection, we study the influences of hyper-
parameter setups on model performances. The
training metrics for RLHF, RLHBC, and RLHF
+ RLHBC are presented in Figure 4. It is worth not-
ing that the win rates by RM and mean rewards for
RLHEF present obvious upward trends, approach-
ing 0.95 and 3.0 respectively. In contrast, for RL-
HBC and RLHF + RLHBC, the win rates fluctuate
around 0.4, and the mean rewards reach 2.25 only.
Compared with other methods, RLHF achieves bet-
ter convergence under the incentive of RM.

The training metrics for RLHB and RLHF +
RLHB are shown in Figure 5. We can see that the
discriminator loss tends to converge stably. How-
ever, the rewards of discriminators show different
trends. Starting around 0.5, those reward scores
decline sharply while the discriminative abilities
increase. As the policy is optimized, the rewards
decline to around 0.4 in contrast, showing the dis-
criminator is confused to some extent. Yet, the
instability of discriminators affects the critic model
fitting, leading to fluctuations in expected returns.
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Figure 4: Win Rates and Mean Rewards for RLHF, RLHBC, and RLHF + RLHBC. Compared with CM of RLHBC
models, RM of RLHF is much easier to guide the model to achieve preference learning and model convergence.
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Figure 5: Discriminator Loss, Discriminator Rewards, and Mean Returns for RLHB and RLHF + RLHB. Different
from before, the rewards in RLHB will not continue to grow, but will eventually converge to a confusion state, close
to 0.5, instead. That means the policy generation ability can already confuse the real with the fake, though this

instability may lower the expected returns.

6.4 Alabation Study

In Figure 6, we conduct several abalation experi-
ments. As for the discriminator, we set x to dif-
ferent values ranging from 0% to 50%, to study
the model sensitivity to the proportion of fake-real
data, as discussed in Section 4.3. In addition, we
also experiment on the trained discriminator in Sec-
tion 5.2 and freeze its parameters during RLHB
training, to see if the discriminator can be trained
and used in the way of the reward model. As for
the actor (i.e., the LLM policy agent), we compare
different numbers of rollouts and batch sizes, set to
4 and 16 by default respectively, to see the impact
of the sampling scale.

For the discriminator, as shown in Figure 6(a)
and 6(b), when the bootstrap proportion x reaches
50%, the discriminator collapses sharply, with the
rewards approach almost 1.0. Moreover, the frozen
discriminator tends to predict the generated sam-
ples at a stable score of around 0.6. It cannot be
observed that the impact of improved policy gener-
ation capabilities on the discriminator. Thus, with-
out the adversarial mechanism, the discriminator
cannot work like RM. For the actor, see Figure 6(c),
with rollouts increasing from 1 to 4, and 6, the

stability can be significantly improved, especially
from mean returns. By changing the batch size 16
to 8, the variance in training effect is not obvious,
except for a slightly larger volatility.

7 Conclusions and Discussion

In this work, we explore aligning LLM with the be-
havioral preferences from online users. We propose
two alignment methods, RLHBC and RLHB, and
consider online behavior in both natural language
form and scalar form. Numerous experiments show
that: On the one hand, the LLM alignment based on
online human behavior can approximate the align-
ment based on offline annotated preferences; On
the other hand, it can also be concluded that online
behavior alignment can further enhance the LLM
aligned with offline preferences.

RLHB exhibits numerous advantages compared
to RLHF and RLHBC. Whether it is RLHF or RL-
HBC, the reward model or classifier model must
be trained with preprocessed scalar-form human
behavior before RL alignment, thus preventing the
model from actively and continuously learning on-
line. On the contrary, RLHB can realign the pol-
icy model immediately once human feedbacks are
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Figure 6: The Ablation Experiments for RLHB.

updated, owing to its multi-model joint training
mechanism and natural language-style signal data
modeling method. Furthermore, online interaction
process is often multi-turn and context-dependent.
Either pairwise-based reward models in RLHF or
pointwise-based classifier models in RLHBC can
only model one-round interaction, hindering scal-
able and sustainable training for online alignment.
However, the IRL mechanism behind RLHB and
the natural language-based behavioral modeling
provide room for solving this problem, which can
also inspire future research.
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