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Abstract

The emergence of foundation models, such as the Seg-
ment Anything Model (SAM), has sparked interest in
Parameter-Efficient Fine-Tuning (PEFT) methods that tai-
lor these large models to application domains outside their
training data. However, different PEFT techniques modify
the representation of a model differently, making it a non-
trivial task to select the most appropriate method for the
domain of interest. We propose a new framework, Mixture-
of-PEFTs methods (MoPEFT), that is inspired by tradi-
tional Mixture-of-Experts (MoE) methodologies and is uti-
lized for fine-tuning SAM. Our MoPEFT framework incor-
porates three different PEFT techniques as submodules and
dynamically learns to activate the ones that are best suited
for a given data-task setup. We test our method on the Seg-
ment Anything Model and show that MoPEFT consistently
outperforms other fine-tuning methods on the MESS bench-
mark.

1. Introduction
The machine learning research community has witnessed
an explosion in the development of foundation models in
recent years, such as CLIP [25], GPT-4 [1], and PaLM [3].
More recently, the Segment Anything Model (SAM) [10], a
promptable model pretrained on over 1 billion masks and 11
million images, emerged as a foundation model for image
segmentation. It has demonstrated performance compara-
ble to state-of-the-art approaches in multiple applications
related to segmentation tasks. Moreover, SAM’s zero-shot
and few-shot capabilities have garnered significant atten-
tion across multiple domains [9, 35]. However, prior works
[18, 21] have shown that despite noteworthy proficiency in
segmenting real-world objects in natural images, SAM has
difficulty with objects outside its training domain.

Following the pretraining-fine-tuning paradigm [34], it
is desirable to fine-tune SAM in order to enhance its perfor-
mance in the application domain of interest. However, fine-
tuning foundation models can be costly due to their large

number of parameters. This motivates the development
of fine-tuning methods with the goal of achieving compa-
rable performance to full fine-tuning while employing as
few trainable parameters as possible. Interest in Parameter-
Efficient Fine-Tuning methods (PEFT) has increased signif-
icantly since the advent of foundation models [5, 8, 11, 23].

Recent studies [4, 12] have shown that some PEFT meth-
ods are more effective at fine-tuning with the objective of re-
ducing overfitting on the target domain- especially in data-
sparse environments. However, we find that combining dif-
ferent PEFT methods often yields better results without a
substantial loss in efficiency. This is because different tech-
niques operate on different parts of the transformer archi-
tecture, making it possible to use more than one technique
at a time.

In light of this, we propose a new framework, called
Mixture-of-PEFTs (MoPEFT), that incorporates different
PEFT methods as submodules and learns to dynamically
activate the fine-tuning method(s) that best suit the data
or task of interest. Inspired by the Mixture-of-Experts ap-
proach [13, 20, 24], MoPEFT switches between different
PEFT methods using a gating mechanism that learns to fa-
vor the method that positively contributes to a given task.
In addition, since the number of parameters introduced by
each PEFT is very small, e.g. compared to the entire SAM
architecture, combining multiple PEFT methods has little
effect on the efficiency of our framework. In this paper, we
include the three most commonly used PEFT techniques-
LoRA [5], Prefix Tuning [8], and Adapters [4]. Our ex-
periments shed light on the effectiveness of these methods
across multiple domains, and their effectiveness when com-
bined together in our MoPEFT framework.

Our contributions can be outlined as follows: (i) We
conduct a comprehensive survey of the widely-used PEFT
methods and benchmark their performance across multiple
domains; (ii) We introduce our MoPEFT framework, which
incorporates multiple PEFT methods as submodules and
learns to dynamically activate or deactivate the appropri-
ate submodule based on the given task; and (iii) We show
that our MoPEFT framework achieves better performance
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Figure 1. An overview of our MoPEFTs framework

than individual PEFT methods across multiple domains in
the MESS benchmark.

2. Mixture-of-PEFTs (MoPEFT)

In this section, we present the details of our proposed
MoPEFT framework, illustrated in Figure 1.

2.1. Parameter Efficient Fine-Tuning Methods

Low Rank Adaptation (LoRA). Low Rank Adaptation
(LoRA) [5] exploits the low rank structure inherent in deep
learning models to align them to specific tasks. It works
by introducing trainable low-rank matrices and combines
them with the original matrices in the multi-head self-
attention (MHSA) blocks. The pre-trained weight matrix
W0 ∈ Rd×k is updated as W0 +∆W , where ∆W ∈ Rd×k

is a low-rank matrix decomposed as ∆W = BA. Here,
B ∈ Rd×r, A ∈ Rr×k and the rank r << min(d, k). Dur-
ing fine-tuning, the pre-trained weights remain frozen, and
∆W serves as the trainable parameter. The decomposition
of ∆W = BA as a product of two low-rank matrices effec-

tively reduces the memory and computational cost of fine-
tuning.

Prefix Tuning. Prefix Tuning [12] prepends a number
of tunable, task-specific vectors to the input of the multi-
head self-attention in each Transformer block, which orig-
inal tokens can attend to as if they were virtual tokens.
This method was originally developed for natural language
processing and was eventually extended to vision applica-
tions as Deep Visual Prompt Tuning (VPT-Deep) [8]. We
use VPT-Deep for all our experiments and call it Prefix
Tuning to maintain uniformity with literature in the field.
We denote the original sequence length L0, the number of
tunable vectors (i.e., prefix length) as L, and the Trans-
former layer input as hin ∈ RDhidden×L0 . First, three lin-
ear projections, WQ,WK ,WV ∈ RDhidden×Dhidden trans-
form hin into Query (Q), Key (K), and Value (V ) ma-
trices. The two prefix matrices PK ∈ RDhidden×L and
PV ∈ RDhidden×L are pre-pended to K and V . The pre-
fix matrix P is reparametrized by a feedforward network to
stabilize the optimization procedure.

Adapters. Adapters [4] align the model to the target task
by adding a trainable MLP after the feedforward layer in
each Transformer block. The MLP consists of a down+up
projection that condenses and recovers the size of the origi-
nal hidden token space. Mathematically, we can denote the
Adapter operation as

ZA = WT
1 ϕ(WT

2 ZFN ) (1)

where, W1 ∈ RDhidden×Dmid ,W2 ∈ RDmid×Dhidden .
Here, Dhidden represents the hidden token space in the
Transformer block, and Dmid represents the condensed em-
bedding space of the Adapter MLP. ZFN is the output of
the feedforward network of the Transformer block after the
residual connection and the layer normalization steps.

2.2. Task Formulation

Given a very large model M , which cannot be efficiently
fine-tuned due to computational costs, assume we have a
selection of PEFT methods FT ∈ [ft1, ft2...ftn], each of
which have negligible trainable parameters compared to M
(ie.

∑
n FT << |M |). Our goal is to design a framework

that incorporates [ft1, ft2...ftn] as individual, independent
submodules and learns to dynamically activate different fti
based on different data-task scenarios. This would ensure
that a singular framework would be capable of achieving
optimal results in terms of both accuracy and efficiency
without permuting through all data-task combinations for
every datapoint.

2.3. Proposed Method

Intuition. During the analysis of individual PEFT meth-
ods, we observed that different methods often involve dif-
ferent parts of the Vision Transformer model in the image



encoder of SAM. For instance, Adapters add an MLP after
the feedforward layer in each Transformer block, while Pre-
fix Tuning prepends tunable tensors before the multi-head
self-attention layers. This unique property makes it possi-
ble to essentially combine multiple PEFT techniques in the
proposed framework without interfering with each other.

Keeping the above in mind, we propose a unified
MoPEFT framework which takes a hybrid approach by in-
corporating multiple PEFT methods as submodules. At
a high level, MoPEFT shows better performance than its
individual components due to two main reasons. Firstly,
MoPEFT learns to dynamically access individual submod-
ules based on the given task. This means that for a given
data-task sample, a particular PEFT method may be allot-
ted different weights or turned off entirely to ensure op-
timal performance in all cases. Secondly, we find that
our MoPEFT framework generally outperforms the best-
performing individual PEFT technique in multiple domains,
suggesting that there may be benefits due to compounding
effects that lead to better model effectiveness, as multiple
PEFT techniques are used together. We show how we in-
corporate these different techniques under one framework
in the next section.

Gating Mechanism. To achieve fine-grained control over
the activation of the individual PEFT techniques that make
up our MoPEFT framework, we take inspiration from cur-
rent Mixture-of-Experts (MoE) methods [13, 31]. Similar
to the Sparsely-Gated-MoE method [30], we add a gating
mechanism that dynamically links different PEFT methods
to the relevant layers in the image encoder of SAM. As de-
picted in Figure 1, we add three trainable gates, one for each
PEFT technique. Intuitively, if a particular PEFT technique
is useful for a given data-task setup, then the output of the
corresponding gate would be set to high. This would ensure
that the specific PEFT plays a more important role during
the execution.

For LoRA, our gate is not added directly in the form of
the traditional MLP architecture as seen in MoE literature.
Instead, we make use of the inherent scaling factor, α al-
ready present in the LoRA architecture as a pseudo-gating
mechanism. A higher α assigns more weight to the LoRA
activations, while a lower α makes the effect of LoRA neg-
ligible. Thus, we already have a gating mechanism in place.
To integrate this with our broader framework, we make the
scaling factor learnable by using a feedforward network in-
stead of specifying the constant manually.

For Prefix Tuning, we design a gating function GP ∈
(0, 1) that is applied to the Prefix vectors PK and PV keep-
ing the representations of the original Key and Value tokens
K and V intact. GP is estimated using another feedforward
network which takes in the input provided to the specific
ViT layer.

For Adapters, we make use of the residual connection

between the Adapter MLP and the feedforward network of
the ViT Transformer block. This connection is responsible
for summing up the input to the Adapter MLP. Our Adapter
Gating Function GA ∈ (0, 1) estimates the importance of
the Adapter MLP using a feedforward network with sig-
moid activation. The Adapter MLP is essentially bypassed
if GA = 0.

3. Experiments

Datasets. We employ the Multi-domain Evaluation of Se-
mantic Segmentation (MESS) benchmark [2], which mea-
sures the mIOU score of models performing semantic seg-
mentation tasks on 22 datasets spread across five major
domains- General, Earth Monitoring, Medical Imaging, En-
gineering, and Agriculture and Biology. For brevity, we
present results on only the first three domains. The datasets
are not distributed evenly across all domains (for instance,
General has six datasets while Engineering has three) but
we examine at performance on individual dataset as op-
posed to collective domains.

Implementation Details. We use the Segment Anything
Model [10] for all our fine-tuning and experiments. The
traditional implementation of SAM consists of an image
encoder (we use ViT-B for our experiments), a Prompt
Encoder and a Mask Decoder. However, to better equip
SAM for end-to-end semantic segmentation, we freeze the
Prompt Encoder, always providing constant prompt tokens
to the Mask Decoder when fine-tuning. Additionally, we
apply full fine-tuning to the Mask Decoder, since it is an
extremely lightweight module.

For consistency, we include public implementations for
all PEFT methods in our framework. We use a batch size of
4 and the Adam optimizer with a learning rate of 1x10−4 as
a default with a weight decay of 1x10−4. All PEFT meth-
ods are implemented in the same codebase to ensure a fair
comparison. We largely follow the default PEFT-specific
hyperparameters and keep them unchanged across domains
for uniformity. Unless otherwise specified, we set the LoRA
rank r = 8 prefix length L = 20, and the adapter bottleneck
size Dmid = 64 for our experiments.

Comparison with State-of-the-art. Table 1 shows the
performance of our MoPEFT framework against the three
most commonly used PEFT methods, i.e., LoRA [5], Pre-
fix Tuning (VPT Deep) [8], and Adapters [4]. We compare
these methods against a vanilla SAM framework (Baseline),
fully fine-tuning the SAM decoder on the target dataset (de-
coderFT), and ’simple’ Visual Prompt Tuning (VPT) [8],
which is similar to Prefix Tuning except that the tunable
tensors are added to only the first Transformer block as op-
posed to all of them. We measure the Mean Intersection-
over-Union (mIOU) to compare performance across all
method and datasets.



(a) iSAID [32] (b) Kvasir-Instrument [7]

Figure 2. Number of times each PEFT method is called during inference. Different datasets display distinct patterns

Domain Dataset Baseline decoderFT LoRA VPT Deep VPT Adapter MoPEFTs
General BDD100K [36] 41.58 42.84 49.39 46.24 43.18 47.03 50.93

Dark Zurich [28] 20.91 23.42 30.82 27.16 24.49 26.72 31.19
MHPv1 [19] 29.38 31.40 39.21 35.59 32.72 36.17 41.84
FoodSeg103 [33] 10.48 14.93 22.45 19.91 16.02 20.05 22.99
ATLANTIS [22] 17.33 20.62 28.03 27.61 24.91 27.91 30.03
DRAM [14] 57.38 58.83 64.48 60.23 58.89 63.79 67.25

Earth iSAID [32] 62.59 63.14 66.29 65.61 64.71 64.82 68.29
Monitoring ISPRS Postdam [6] 29.73 29.92 38.25 33.52 31.42 35.77 40.42

WorldFloods [17] 46.45 48.75 59.53 56.13 52.29 54.23 63.17
FloodNet [26] 39.72 40.94 46.79 43.97 42.81 41.09 50.01
UAVid [15] 60.19 60.96 69.43 65.39 61.19 63.59 71.12

Medical Kvasir-Instr. [7] 46.82 48.32 66.97 58.31 52.23 62.06 71.92
Imaging CHASE DB1 [27] 23.56 25.95 37.22 32.48 28.39 30.85 42.49

CryoNuSeg [16] 38.06 40.36 54.93 48.12 44.81 36.22 59.88
PAXRay-4 [29] 41.07 43.73 56.05 52.83 46.62 51.35 59.42

Table 1. Comparison of our MoPEFTs framework with fine-tuned SAM variants across multiple domains. Scores shown are mIOU scores.

Analysis of Gating Mechanism. The results in this sec-
tion provide a better understanding of what the MoE learns
during fine-tuning. To gain a better understanding of our
gating mechanism, we conduct an analysis by tracking the
frequency of the selection of each PEFT technique across
different datasets during inference. We present our detailed
results in Figure 2.

Most notable in our results is the fact that different
datasets give more preference to different PEFT techniques.
For instance, the graph depicting iSAID [32] (an Earth
Monitoring dataset in the MESS benchmark[2]), tends to
select LoRA more often than the other two PEFT methods.
Similarly, Kvasir-Instrument [7] (a Medical Imaging dataset
in the MESS benchmark [2]) tends to select Adapters more
often, instead of LoRA or Prefix Tuning. This observation
supports our initial claim that our gating mechanism learns
to dynamically select appropriate PEFT techniques based
on the provided data-task setup. This reinforces the signif-
icance of the MoPEFT framework in tailoring its selection
to the unique characteristics of diverse datasets enhancing
its effectiveness across different domains.

4. Conclusion
In this paper, introduce a new framework, MoPEFT, that is
inspired by Mixture-of-Experts and dynamically learns to
activate a particular PEFT technique based on a given data-
task setup. We also present a comprehensive study of the
top three PEFT techniques and compare their effectiveness
with our proposed framework for fine-tuning the Segment
Anything Model (SAM). Our results show that MoPEFT
usually outperforms all traditional fine-tuning techniques on
multiple datasets across different domains.
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