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Synthetic Face Datasets Generation
via Latent Space Exploration
from Brownian Identity Diffusion

David GeissbUhler, Hatef Otroshi Shahreza, and Sébastien Marcel

Abstract—Face Recognition (FR) models are trained on large-scale datasets, which have privacy and ethical concerns. Lately, the use
of synthetic data to complement or replace genuine data for the training of FR models has been proposed. While promising results
have been obtained, it still remains unclear if generative models can yield diverse enough data for such tasks. In this work, we introduce
a new method, inspired by the physical motion of soft particles subjected to stochastic Brownian forces, allowing us to sample identities
distributions in a latent space under various constraints. With this in hands, we generate several face datasets and benchmark them by
training FR models, showing that data generated with our method exceeds the performance of previously GAN-based datasets and
achieves competitive performance with state-of-the-art diffusion-based synthetic datasets. We also show that this method can be used
to mitigate leakage from the generator’s training set and explore the ability of generative models to generate data beyond it.

Index Terms—Brownian Identity Diffusion, Face Recognition, Latent Space, Synthetic Dataset.

1 INTRODUCTION

Deep learning (DL) [1] is perhaps one of the most impactful
scientific achievement of the last decades. Machine learning
(ML), often dubbed artificial intelligence (AI) in the popular
literature, aims at uncovering hidden patterns and complex
correlations in large volumes of data whose features span
high dimensional spaces. According to the DL paradigm,
given a deep enough architecture and given sufficient training
data, almost arbitrarily high accuracy can be achieved by
such models. The recent advent of inexpensive compute
hardware has made both training and inference of very
large ML models, with several billions of hyper-parameters,
tractable, even on consumer grade devices. This has lead to
an exponential pace for the deployment of such algorithms,
in applications ranging from computer vision (CV) to natu-
ral language processing (NLP). However, while the design
of such systems is now well understood, it is becoming
increasingly challenging to develop better models as more
and more training data is required.

Real-world data, in particular biometric ones, can pos-
sibly contain sensitive information which raises privacy
concerns from both legal and ethical specialists [2]. This is
particularly true for a number of large biometric datasets
that have been collected in the wild, for instance by scraping
images from the internet. Moreover, in addition to privacy
concerns, biometric data might give a biased representation
of the population depending on the data collection pro-
cedure [3]. Recently, MS-Celeb [4], a very popular dataset
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commonly used to train FR models, was withdrawn after
exposure in the media of its privacy, fairness and demo-
graphic biases problems. While data collection campaigns
performed in laboratories can be made representative of
the general demographics and performed with subjects
consents, they are typically quite limited due to the large
amount of effort they require.

In this work, we propose another step towards the tack-
ling of some of theses issues by developing physics-inspired
algorithms that allows precise control on the sampling of
synthetic identities and variations thereof. More precisely,
our method treats samples as soft spherical particles, living
in the multi-dimensional latent or embedding spaces, sub-
jected to repulsive inter-particles contact forces, a random
brownian force as well as a global attractive potential. Due
to the similarity of this kind of dynamics to the Langevin
equation, a stochastic differential equation (SDE) that de-
scribes the Brownian motion of small particles in a solvent
and its generalization, we call our first algorithm Langevin.
This algorithm allows us to approach a dense packing of
the spherical identities while keeping latent space spread
minimal and thus filling up the latent space starting by the
regions that yield the most realistic images. In addition to
Langevin, that generates the inter-class distributions, we also
develop two similar algorithms, called Dispersion and DisCo,
to generate intra-class variations, Fig. shows example
of images generated with this method. We perform an
exploration of the parameter space of these algorithms and
generate several synthetic face datasets. We then validate
our approach by training FR models with this synthetic
data, showing that our method can out-perform the state-
of-the-art of previous GAN based models.

This article brings the following contributions to the field

e The Langevin algorithm that generates a sampling of
synthetic identities within a GAN’s latent space opti-



Fig. 1: Example of synthetic faces generated using StyleGAN2. The three rows are three different classes generated with
the Langevin algorithm while the columns show intra-class variations generated using the Dispersion algorithm.

mizing inter-class distances, based on a loss function
inspired by granular materials first used in this field.

e The Dispersion and DisCo algorithms that generate
intra-class variations for an ensemble of synthetic
identities, based on the same mechanism as well as
pre-computed latent directions for the second one.

e A detailed exploration of the parameter space of
these algorithms to optimize both the algorithms and
synthetic datasets performances, which offer a new
view point on the structure of GAN models latent
space.

e An investigation on whenever these algorithms can
be used to protect privacy by preventing leakage
from the training set.

This article is structured as follows: After reviewing
the existing literature in section [2} section [3| describes our
physics-inspired methods for identity diffusion and gener-
ation of synthetic datasets. In section [ we present experi-
ments that validate our approach and, finally, in [f| we show
our conclusions and future work directions.

2 RELATED WORK
2.1 Generative Adversarial Networks

Generative Adversarial Networks (GANs) [18], are
unsupervised or semi-supervised models that map high-
dimensional data to a smaller latent space. They are typ-
ically composed of a pair of networks, the generator and
the discriminator, that are trained together in a competitive,
i.e. adversarial, fashion. The generator has never access to
the real data during training but rather generates its output
from a noise signal. The discriminator, on the other hand,
has access to both the real data and the output from the

generator. While training, the generator learns to generate
data resembling the source dataset using input from the dis-
criminator which concurrently learns to better discriminate
between genuine and fake data.

Here we focus our attention on a family of style-based
GAN architectures, such as StyleGAN [20], StyleGAN2 [21],
StyleGAN3 [22], EG3D [<23], etc., that can generate high-
resolution and high-quality face images. These networks
have the unconventional feature that the input latent vector
z € Z is first transformed by a mapping network to inter-
mediate vector w € W. The latter is then transformed by
affine transformation before being injected in the various
layers generator. StyleGAN2 improves normalization
and regularization of the original StyleGAN and removes
generation artifacts. StyleGAN3 improves the Style-
GAN2 architecture by removing dependencies in absolute
pixel coordinates by working in frequency space and is
better adapted for animations. These network are typically
trained on the Flickr-Faces-HQ Dataset (FFHQ) dataset
or a 3D texture version of this dataset (FFHQ-UV) [24].

2.2 GAN inversion and editing

For a given generative network, an open question is how
to invert a given image, i.e. find the latent vector whose
generated output is the most similar to to input image. In
[25], it was found that it is not easy to embed face images
in the latent spaces Z or W, using the W+ space where
inputs of each layers is different yields more robust results.
In [26], it is proposed to use a domain-guided encoder
trained with real images to keep the semantic structure of
the latent space. Other approaches exist, for instance in
fine-tuning of the generator hyper-parameters is performed
to achieve very accurate results. Similarly, the authors in
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TABLE 1: Comparison of the existing synthetic face datasets present in the literature with the best performing datasets
created in this work. In addition to the number of identities and number of images, we present the recognition accuracy
obtained by training an FR model on each dataset and evaluating on standard face recognition benchmarking datasets.
The best value in each category is emboldened and the best results achieved by training from synthetic datasets amongst

all categories of synthetic datasets are underlined.

Dataset Type Dataset name Generator N; Nsamples LFW CPLFW CALFW CFP  AgeDB
MS-Celeb-1M [4] N/A 85’000  5°800°000 99.82  92.83 96.07 96.10 97.82
Real images WebFace-4M |5 N/A 206’000  4’000°000 99.78  94.17 95.98 97.14  97.78
CASIA-WebFace [6] N/A 10'572 490’623 99.42  90.02 93.43 9497 9432
Computer Graphics DigiFace-1M [7] Rendered mesh 1097999 1219995  90.68 72.55 73.75 7943  68.43
DCFace-0.5M [8] custom trained 107000 500000 98.35  83.12 91.70 88.43  89.50
Diffusion-based DCFace-1.2M [8] 7 custom trained 60’000  1200°000 98.90  84.97 92.80 89.04 91.52
IDiff-Face (Uniform) [9] custom trained 107049 502°450 98.18 80.87 90.82 8296  85.50
IDiff-Face (Two-Stage) [9] custom trained 107050 502’500 98.00 77.77 88.55 82.57  82.35
Synface [10] StyleGAN2 b 107000 999994 86.57  65.10 70.08 66.79  59.13
SFace [11] StyleGAN2 * 10’572 1'885'877  93.65 74.90 80.97 7536  70.32
SFace? [12] StyleGAN?2 * 10’572 1'048255 94.03 73.2 80.33 7487 7298
GAN-based Syn-Multi-PIE T [13] StyleGAN2 10000  1'800’000 78.72  60.22 61.83 60.84  54.05
GANDiffFace [[14] StyleGAN3 107080 543’893  94.35 76.15 79.90 78.99  69.82
IDnet [|15] StyleGAN2 * 10’577  1°057°200 84.48  68.12 71.42 68.93  62.63
ExFaceGAN [16] GAN-Control 10°000 599944 8598  66.97 70.00 66.96  57.37
Langevin-Dispersion [ours] StyleGAN2 10’000 650000 9438  65.75 86.03 65.51  77.30
Langevin-DisCo [ours] StyleGAN2 10’000 650'000 97.07  76.73 89.05 79.56  83.38
Langevin-DisCo [ours] StyleGAN2 30°000 1'650'000 98.97 81.52 93.95 83.77  93.32

t Dataset was re-generated from the original source code

[28] introduced Pivotal Tuning Inversion (PTI) where hyper-
parameters were fine-tuned around a original latent code.

Given a latent vector, either randomly sampled or from
an inverted image, an important question is how to modify
it to change some attributes, e.g. pose, while keeping other
fixed, especially identity. In a [13], a method using latent
inversions of the Multi—PIEﬂ:lataset coupled with a linear
Support Vector Machine (SVM) is introduced, allowing to
generate identity preserving variations by latent editing,
which the authors apply to generate the Syn-Multi-PIE
synthetic dataset. In [29], a fully connected latent-to-latent
network with several loss functions, in particular one that
preserves identity, was proposed. In [30], a method based
on Higher-Order Singular Value Decomposition (HOSVD) is
proposed to edit emotions. Point motion supervised editing
is introduced in the DragGAN method [31] which iteratively
corrects the latent vector to achieve motion of a set of points
in the image plane. High-Fidelity talking-head synthesis
(HiDe-NeRF) is introduced in [32] for NeRFs. The authors
of [33]] present pix2pix3D, a 3D-aware conditional generative
model capable of photorealistic image synthesis from a 2D
label map.

2.3 Diffusion models

Diffusion probabilistic models are another class of gener-
ative models that are trained to generate an image from
a random noise through a gradual denoising process [34],
[35]. In these models, the input image is corrupted by a
random Gaussian noise, and then a denoising diffusion
network is trained to generate a clean image. Therefore,
after training the denoising diffusion network can generate
a new image from a random Gaussian noise. In spite of a
high visual fidelity in image generation of diffusion models
[36], training denoising diffusion models directly in the pixel

1. www.cs.cmu.edu/afs/cs/project/PIE/MultiPie/Multi-Pie/Home.html

# Identity conditioned

b Disentangled representation [[17]

space of the image requires large computation resources. In
addition, the latent space of diffusion models lacks semantic
context, which makes it difficult for representation learning.
To address these issues, latent diffusion models were pro-
posed, which consist of a pretrained autoencoder where the
image is encoded into the latent space of the autoencoder,
and then the probabilistic denoising process is applied in
the latent space [37], [38]. Then, given a random noise in the
latent space, a new latent code is generated, which is used
by the decoder to generate new images. The latent diffusion
models also enable conditional image generation and are
used for different tasks, such as text-to-image generation,
inpainting, etc [36]], [37]. However, compared to the latent
space of StyleGAN-based models, that includes style-based
representation, the style information is not disentangled in
the latent space of latent diffusion models, which makes
image editing in the latent space a difficult task. To address
this issue, several papers proposed conditional models and
trained the latent diffusion models with a condition input.
For example, in [9] an identity-conditioned diffusion model
was proposed to generate different images of one subject
using latent diffusion models. In [8], a diffusion model with
dual conditions was proposed to generate face images with
different styles and different identities.

Despite the recent increase in the application of diffusion
models in different tasks, there are some works that show
the leakage of training data in diffusion models [39]-[43].
As a matter of fact, in the training of diffusion models, the
network is directly optimised to generate training samples
through denoising part, and therefore the network directly
learns from training data. Such a leakage from the training
data in diffusion models creates major concerns for the ap-
plication of diffusion models in privacy-sensitive problems,
such as biometrics.
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2.4 3D Modeling

Another avenue for generating synthetic face images is to
render a 3D Morphable Models (3DMM) [44]. For instance
the Basel Face Model (BFM) [45] has been widely used and
provides a parametric 3D shape and texture model from
3D facial scans. A new version of this model [46], based on
Gaussian process morphable models was developed more
recently. The Faces Learned with an Articulated Model and
Expressions (FLAME) model is introduced in [47] with a
focus on expressions. In [48] a highly realistic non-linear
face model, based on 4000 high resolution scans, yields ultra
high definition up to the skin pore level. In [49] a model that
extracts realistic mesh-based avatars from a single image
is presented. In [50] the authors develop a similar avatar
generation technique using differential rendering. The au-
thors of [51] show that it is possible to train face recognition
models with rendered face models only. In [52] a model
that extracts parameters for the BFM model from a single
picture is presented, allowing to find a 3D face model that
accurately fits the input face image and its spacial position
with respect to the camera.

In addition to rendering approach, recently, a lot of
research was focussed on 3D aware generative models, for
instance with Neural Radiance Fields (NeRF) [53[], which
work by sampling location and viewing direction of the
light rays and use volume rendering techniques to generate
new views from a set of existing pictures of a 3D shape.
For example, EG3D [23] extends the StyleGAN2 network
by adding a tri-plane-based realistic depth representation
in the network allowing a given generated image to be
transformed in 3D space.

2.5 Synthetic Dataset and Model Training

Considering the legal and privacy concerns in FR models
trained with large real face datasets, several works proposed
new synthetic face recognition datasets (composed of differ-
ent synthetic subjects with several samples per identity) to
use for training face recognition models. Table [1| compares
the synthetic datasets in the literature, and benchmarks the
performance of face recognition models trained with the
same backboneE] using each dataset.

DigiFace [7] used a computer graphic pipeline to render
digital faces and introduce different variations based on
face attributes (e.g., variation in facial pose, accessories,
and textures). In contrast to DigiFace, other methods used
generative neural networks based on GANSs or diffusion
models. SynFace [10] used a modified StyleGAN2 [17] to
generate synthetic images as different identities and then
generated different samples by mixing identities in latent
space. SFace [11] used CASIA-WebFace [6] to train identity-
conditioned StyleGAN and then used it to generate a syn-
thetic dataset. The similar approach was used in SFace2
[12]], but instead sampling step was performed in the latent
space. GANDiffFace [14] used StyleGAN to generate syn-
thetic identities and then used DreamBooth [54] to generate
different samples for each identity. IDnet [15] used a three-
player GAN framework to generate a synthetic dataset
using the StyleGAN model as a generator, and the third

2. Training detail is described in section
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player is trained to generate identity-separable face images.
Syn-Multi-PIE [13] used StyleGAN to generate synthetic
face images and then explored the latent space to generate
different samples per identity. ExFaceGAN [16] used GAN-
based face generator models (such as StyleGAN2 [21], Style-
GANS3 [22], or GAN-Control [55]) and learned an identity
boundary in the latent space of GAN model. In contrast
to most works based on GAN models, recently DCFace [8]
and IDiff-Face [9] were proposed which used diffusion
models to generate synthetic datasets. As described in sec-
tion in contrast to GAN-based face generator models
like StyleGAN, the latent space of diffusion models lack
style representation, and therefore DCFace [8] and IDiff-
Face [9]] trained conditional diffusion models. DCFace [8]
used CASIA-WebFace [6] to train a dual condition diffusion
model with style and identity conditions. IDiff-Face [9]
trained an identity-conditioned diffusion model and used
it to generate different samples of each subject.

The results of benchmarking in Table [I| show that our
method achieves superior performance compared to GAN-
based methods. Compared to diffusion-based datasets,
our method outperforms IDiff-Face on all benchmarking
datasets and achieves a competitive performance with DCF-
cae. However, we should note that, as mentioned in sec-
tion diffusion models are shown to be prone to leaking
information from their training samples [39]-[43], which
limits their application in tasks with sensitive data. In fact,
the main motivation for generating synthetic datasets is to
resolve the privacy concerns in large-scale real face recog-
nition datasets. However, if the generated synthetic dataset
has a leakage of information from a real dataset, it will have
similar privacy issues. The results in Table[l|also show that
there is still a gap between training with synthetic and real
face recognition datasets.

3 IDENTITY DIFFUSION AND SYNTHETIC DATA
GENERATION

In this work, we focus on GANs generators as their latent
space has a tractable dimensionality, even if our approach
can be generalized to other types of generative networks.
Moreover, we specialize in the StyleGAN family of models
as this provides a wide variety of generators that are easily
interchangeable.

To generate a random face image on a StyleGAN type
network, one first sample a point z from a Gaussian dis-
tribution in an auxiliary latent space Z, then map it to a
latent space vector w € W using a fully connected mapping
network and finally generate an image ¢ € 7 using a gener-
ator network g(w). This purely gaussian sampling however
yields a distribution of identities that are not sufficiently
dissimilar to train an FR model. The following sections
present the Langevin algorithm that iteratively optimizes an
initially random ensemble of synthetic identities towards a
more suitable one where identities are distant enough.

In addition to an ensemble of synthetic identities, most
FR tasks also require intra-class variations, in other terms
several samples of the same synthetic identity. As summa-
rized in section [2} several approaches have been proposed
in the literature. While several of these approaches could
in principle be combined with the Langevin algorithm, we
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Fig. 2: Simplified model of contact forces between soft spher-
ical bodies. The bodies are characterized by their position
Z, and diameter dj, from which one derives the overlap hgp
and a unit vector i, parallel to &, — . The force exerted
on the body a by the body b is denoted F;, and the total
force on body a by F,.

choose here instead to adapt the latter to produce also intra-
class variations. This identity Dispersion algorithm, for each
class, samples the latent space around the identity reference
latent vector and optimize this intra-class ensemble in a
way that samples are close in embeddings space. Finally
we present the DisCo algorithm which combines identity
Dispersion with latent directions augmentation pioneered in
[13].

3.1 Physics Inspiration
3.1.1

The dynamics of granular assemblies is a fundamental, yet
poorly understood, problem in engineering, mathematics
and physics. While granular materials are ubiquitous to
this world, they exhibit very complex behaviors, such as
jamming [56] and spontaneous structure formation [57], that
are explained neither by standard thermodynamics nor fluid
dynamics.

We take here inspiration from a numerical method
for simulating granular assemblies called Discrete Element
Method (DEM) [58]], where contact interactions are modeled
as a spring-like force whose magnitude is proportional to
the overlap of the particles Fig. (). More specifically, each
particle is modelled as a perfect sphere of diameter dy =

Granular Mechanics

279, labelled with indices a,b,c, -+ = 1...N, Z, = ()
being the position of the center of the a-th particle in an eu-
clidean D-dimensional space ¢, j,--- = 1... D. Each particle

is allowed to have a small overlap hqp = do — |Zq — @p| with
its neighbors. While in DEM, an energy dissipating term is
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present in the contact force, we consider here a conservative,
friction-less, contact force, derived from a quadratic poten-
tial

k
Vcont(fa’fb) — {S

where k is the spring constant and © = {Z1 ... Zn}. The
sum of the contact forces acting on particle a can be re-
covered by taking minusﬂ the gradient w.r.t. the particle’s
position &,

Fo=-Va,V @)

Instead of a dissipative contact force, we model here energy
dissipation with a force in the bulk, proportional to the
velocity 7, = %= yielding the following Newton equation

mT, = —/ﬁﬁ’a + ﬁa 3)
. 2.
where m is the mass of the particle, £, = ddfz“ is the
acceleration and p is the viscous force constant. We note
that this loss function is a close relative of non-linear Hinge
Losses commonly used in SVM algorithms [59].

3.1.2 Brownian Dynamics

Brownian motion was discovered by botanist Robert Brown
while observing the stochastic motion of pollen particle,
and explained by Einstein in 1905 by random collision with
solvent molecules in one of physics’ most famous paper
[60]. The effect of the solvent molecules colliding with the
particles is modeled by a time-dependent random force
T, (t) which is assumed not to favor any particular direction

(Tat)) =0. )

This force is assumed to have a Gaussian probability dis-
tribution and is Markovian with the following temperature
dependent self-correlation relation

<fa(t’) (fb(t))T> = 2ukpT Ipxp dup 0(t —1), (5)

where p is the viscous coefficient, kp the Boltzmann con-
stant and where T is the temperature. The dynamical
equation for the brownian particles is called the Langevin
equation and is a Stochastic Differential Equation (SDE)
essentially obtained by adding the random force ['4(t) on
the right hand side of the Newton equation Eq. (). In
this particular body of work, we are not directly interested
by modeling a physical processes, in particular we neglect
inertia. While a formal derivation is out of the scope of this
work, the resulting dynamical equation simply reads

pEq = Fo +Ta(t). ©6)

The curious reader is referred for instance to [61], [62] for a
more formal treatment of such kind of equations.
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Fig. 3: Mappings between the different spaces and details of the Langevin algorithm. Firstly, a random vector z, is sampled
from a normal distribution in Z, for each identity class a = 1... N;4 . It is then mapped to the initial latent wt” € W via
the mapping network f. A face image is generated from this latent using the generator synthesis network i, = g(w,) and,
after face alignment, the face embedding is computed with the reference feature extractor e, = h(i,). Two quadratic loss
functions are introduced, one on the embedding space £, depending on the embedding distance d°, and one on the latent
space W distances d"V. Their derivatives are evaluated using back-propagation and the latents are updated based on these

gradients w?

3.2

We consider a generative model g(w) that maps a latent
space W to an image space Z Fig. (8). In the case of the
StyleGAN family of models, this network is complemented
by a mapping network f(z) that maps an auxiliary space Z
where gaussian sampling is performed. In addition to this
generative model, we select an off-the-shelf face recognition
(FR) model h(7) that extracts a face embedding vector e € €.
To obtain an embedding from a random latent sample, one
evaluates the following chain

Identity Embeddings and Metrics

2o ~ N (1,1),
Wq = f(za 5

7
lg = g(wa)7 ( )
eq = h(ig).

The FR models we select in this work are all based on the
ArcFace loss function [63], which has a spherical symmetry.
To be consistent with this loss function, we define an angular
metric on the embedding space £ that simply measure the
angle between the vectors

€q " €p
leal les]

®)

df (eq,e) = arccos

This in turns allows us to put a identity aware metric on the
latent space

di (wa,wp) = d° (e(wa), e(wy)) ©)
where e(w) = h(g(w)).

3. The minus sign is a common convention in physics.

— w((LtH). The procedure is repeated for a desired number of iterations Ny, .

3.3
3.3.1 Random-Reject Sampling Algorithm

Identity Sampling and Inter-Class Optimization

We first consider a simple identity sampling algorithm
as a baseline. This algorithm works iteratively by ran-
domly sampling a latent vector w,+1 and then computing
its face embedding e, 1. It then compute the distances
d® between e, and the n previously accepted samples
{eq,a = 1...n} and, if all these values are above an Inter-
Class Threshold (ICT), the sample w,, 41 is itself accepted. If
not the procedure is repeated until a sample that satisfies
this criterion is found. This process is repeated until the
desired number of identities V;q4 is reached. This algorithm,
used for instance in [13], while perfectly suitable to find
sufficiently dissimilar identities, unfortunately scales expo-
nentially with the number of identities making it hard to
apply to large datasets. We call this algorithm Reject in
following sections.
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To circumvent the scaling problem of the aforementioned
Reject sampling algorithm, we present here an iterative algo-
rithm, inspired by the physical systems presented earlier in
this section. The main idea is to introduce a repulsive force be-
tween the embeddings e, = e(w,) so that they naturally ar-
range themselves in an assembly that maximize their inter-
class distances. While any kind of repulsive force, found
in the physical world or not, could in principle serve this
purpose, a spring-like force that has a linear dependency on
the position seems the simplest choice. Moreover, such type
of forces are independent of the dimensionality of the space
they act in. On the contrary, other physical forces such as

Identity Sampling from Langevin Dynamics



gravity or electrostatics are described by power laws with
exponents that depends crucially on the dimensionality of
space and seem less adapted for our purpose.

Ideally, we do not want that identities that are far away
interact together, only identities pairs whose distance is
below a certain ICT value should lead to a repulsive force.
With this criterions in mind, we observe that the potential
for non-dissipative granular contact interactions in Eq.
achieves precisely this, as the interaction vanishes when the
distance is bigger than a constant dy. Based on these ideas,
we define the identity granular repulsion loss

Nig N; 2
e kSR RS {(dodgb) L d€, < do

aibear1 L0 sdg, > do (10
dgy =d° (e (wa) , e (wp)) = d}y (wa, wp) -

Sampling a set identities that satisfy a minimal distance
threshold is similar to a sphere packing problem. While
solutions to this problem are known for two and three
dimensions, higher dimensional optimal sphere packings
are usually unknown, except in some special cases [64].
Ideally, we would like our algorithm to generate the densest
packing possible to get the most identities from a given
generative network. In practice however, at least in low
dimensionality, granular materials tend to immobilize in
jammed states where particle are inter-locked in a way that
can block further rearrangement of the granular elements.
Both common intuition and advanced engineering practices
suggest to add vibrations to the system to avoid such prob-
lems. While it is unclear that jamming can be problematic
in our high dimensional setup, we nevertheless introduce a
random force similar to the one driving Brownian motion
described earlier in this section and parametrized by a
constant 79, and which is linked to the temperature via
Eq. (5). While a-priori unrelated, jamming transitions have
already been studied in the context of loss landscapes of
deep neural networks [65].

Generative models, and GANs in particular, generate
good quality images when the input latent vector is in a sub-
space of the full latent space. For instance, the StyleGAN
family of models implements the so-called fruncation trick
which consists by rescaling the latent vector by a constant
factor w.rt. an origin placed at the average latent wgyg
calculated by sampling a large number of vectors via the
mapping network. In other words, the best quality images
are those with latents located near wg,,4. Introducing purely
repulsive interactions alone would be problematic as the la-
tent vectors would be pushed away from the domain where
the network generates the best quality data. To circumvent
this we introduce a latent pull-back loss function, quadratic
as well, that keeps the identities from wandering too far
from the wg,4 latent

de
- Ta Z |wa - wavg|2 (11)

We call the resulting identity sampling algorithm Langevin
due to its similarities with the equations describing motion
a small soft particles in a thermal bath.

3.3.3 Numerical Implementation

As said earlier we focus on the case where viscosity is
dominant w.r.t inertia. For physical particles we thus need
to solve the first order stochastic differential equation in Eq.
(6), which we approximate by

t -
Tyt + 6t) = T(t) + iF + nOdW(t,(St)

1

(t) — 5tk ”,a S o2, + nOdW(t 5t)

a,b>a

N

(12)
where we see that the viscosity constant p scales the other
constants k£ and ng. For the following discussion we set
the viscosity to be u = 1 and use the other constants
to parametrize the problem. Our latent update algorithm,
inspired by the above simple numerical scheme, reads:

Wit = w® — 5tV LG + o6t ¢,

where Ca is a vector of independent normal variables of
variance ¢ = 1 and where
®)
W),

Lo = (cf+cW)( ® .,

From a numerical perspective, the gradient of £ can
be easily calculated so the only challenging task is the
computation of the gradient of the embedding distance
metric V,, df,. This computation can be challenging because
the embedding computation passes through two networks,
the generator and the embedding extractor, and through a
very high dimensional image space. One can simplify the
problem by computing the ]acoblan , but it is still quite
computationally expensive. We find that a more efficient
way of performing this computation is to first compute all
the embeddings with a forward only pass, and then com-
pute the gradients in a second pass. This procedure allows
us to make the problem tractable on standard computing
hardware, even for a large number of identities. We still
need to determine a appropriate time-step for our calcula-
tions. We will show in the next section that the time-step has
little impact, a wide range of values yielding acceptable per-
formance. Values too coarse can however lead to numerical
problems that can have a negative impact over the quality
of the resulting dataset. Looking at Eq. (13), and neglecting
the random force, we see that the max1mal d1stance a latent
can move in a single time-step, arg max ‘w(tﬂ) (t)‘

(13)

(14)

proportional to the time-step times arg max ‘Vﬁ(t) ‘ If we
impose that this distance should remain smaller than a
proportion 7 < 1 of the minimal latent-to-latent distance,
we find the following expression for the time-step

argmin |w, — wp|

ot=r1
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argmax |[VL®)| (15)
which prevent latents to be updated too aggressively while
still giving good numerical performance when the distribu-
tion is close to an equilibrium. The final Langevin algorithm
is depicted in Algorithm

3.4 Within Identity Sampling and Intra-Class Variations
3.4.1 Identity Dispersion

As we are interested in generating synthetic datasets that
can be used to train FR models, we need variations of
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Fig. 4: The Dispersion algorithm is quite similar to Langevin, with slightly different loss functions, and is intended to

generate NN, intra-class variations per identity class. In a first step, for each variation o = 1.

. Nyar, a latent vector wy (0)

is initialized from its reference value w’*/ plus some noise. Three loss function are then computed. The first one acts on
the embedding space and pulls the embeddings of the variations towards the reference embedding €7¢/. The second loss
function act on the latent space and pulls the latent vectors towards the average latent wg,4. The last one is a granular
loss function that exert a repulsive force between latent vectors that are closer than a certain threshold. Latent vectors are

updated according to the gradients of these losses. The procedure is repeated for each classa =1...

di
number of iterations N7

Algorithm 1 Langevin algorithm

1: fora=1...N;4do

2: Za N

3: Wq < f(za)

4: end for

5. for Njer do

6: fora=1...N;qdo

7: ia < g(wg)

8: €St < h(i,)

9: end for

10: fora=1...N;qdo

11: i — g(wg)

12: ea < h(ia)

13: dé, « d€(eq,e5*t), b#a
14: fo —Va (L5 + L)
15: end for

16: fT « argmax f,

17 dw™ < argmin [w, — wp|
18 St Tow/fT

19: fora=1...N;qdo
20: Co =N
21: Wy — Wq + 6t fo + \/&CQ
22: end for

23: end for

the synthetic identities, so called within-class variations.
We devise here a second algorithm, called Dispersion, that
generates an arbitrary number of variations from a refer-
ence latent-embedding pair (w’¢/, e7¢/) while preserving as
much as possible the identity. ThlS algorlthms depicted in
Fig. (@), is very similar to the previous Langevin algorithm
and is intended to be used to after a suitable set of identities
have been generated by the latter. Given a number N;q of

N;4 and for a desired

references identities, this algorithm creates N,,, variations
wy, with o = 1...Nyep. To keep these new latent vec-
tors separated enough, to create variability, we introduce
another granular loss function, but this time in the latent
space

Nig Nyar Nuar

> >

a=1 a=1 =a+1
(dY — wg — w])”
0

For the present work, we do not compute contact forces be-
tween different identities for identity variations, even if this
could potentially improve performance. This is done mainly
for simplicity reasons as such extension would require
parallelization with custom inter-GPU communications. To
keep the embeddings of the identities variations close to
the reference embedding, we introduce a further spring-like
quadratic loss function

dzsp

dzep
(16)

Cwd —wh| < dy

twg —wg| > dy

|wg

Nig Nyar

sze( oy

a=1 a=1

dzsp

N\ 2
cadt) . an
which is computed similarly to the granular loss of the

Langevin algorithm. Finally, we also add the latent pull-back
loss in Eq. (T1), the total Dispersion loss reads

‘C‘dzsp

Edlsl’ - ‘Cdzsp + ‘Cdzsp + £W (18)

The numerical implementation of this algorithm is very

similar to the Langevin one, the latent update equation
simply reads

we D) = @ — 5t 0 £ 4o V/EEce ™. (19)

disp



In this article we keep a fixed time-step for Dispersion,
for simplicity reasons, and parallelize over identities. We
initialize the new latents w_ with the value of the reference
one w"¢/ and add some random gaussian noise to break the
symmetry of the ensemble

we @ =wiel + & €2, (20)
where £ is a vector of independent normal variables of
variance 0 = 1 and & is a fixed scaling parameter.

3.4.2 Latent Editing: Covariates

While the Dispersion algorithm creates realistic variations
of a given identity, it gives little control over the type of
variation created. Moreover, having an alternative method
to create variations is desirable to give a comparison point.
For this reason we reproduce the latent editing method
introduced in [13]. This latent editing technique assumes
that the variation of some attribute, such as left-right pose,
is essentially a translation in latent space and that this
translation is the same for every identity.

Given this assumption and following [13], we project
in the latent space the samples of the CMU Multi-PIE
face database. This dataset provides a reasonable number
of genuine identities, each captured with different poses,
illuminations and expressions. When this is done, we use a
linear SVM model to fit the latent directions corresponding
to the different attributes variations present in the database.
In particular, we extract 7 vectors w{°” corresponding to left-
right poses, left-right illuminations and 5 facial expressions:
smile, surprise, squint, disgust and scream. The algorithm
introduced in [13] based on these latent direction is called
Covariates in this work and yields a total of 17 variations: 6
different poses, 6 different illuminations and one for each of
the 5 expressions.

3.4.3 Combining Dispersion and Covariates (DisCo)

We also propose to combine the Dispersion and Covariates
methods and name the resulting algorithm DisCo. The es-
sential difference with the original Dispersion algorithm is
in the initialization procedure. In addition to the initial
symmetry breaking gaussian noise £, the DisCo algorithm
also adds a linear combination of the 7 Covariates vectors
w$° to the reference latents w"/

7
wg (O) — wgef + 50 g(? + Z )\g} w?ov’ (21)
I=1

where weights A%, € [—\¢, Ao are randomly and uniformly
sampled in a seven-dimensional hypercube. This additional
step forces more intra-class variability at the initial step
of the Dispersion algorithm and yields, according to our
experiments, better performing datasets. This positive effect
might be explained by the number of identities variations
compared to the dimensionality of the intra-class latent
subspace. In the case where the former is small compared
to the latter, this extra initialization step helps the latent
granular contact loss to spread the latent vectors across the
intra-class subspace, yielding a more diverse final dataset.

9

TABLE 2: Hyperparameters for the Langevin, Dispersion and
DisCo algorithms and their default values.

Default  Description
I 1.0 Langevin and Dispersion bulk viscosity
K€ 1.0  Langevin embedding contact force coefficient
d§ 1.4 Langevin embedding distance threshold
EW 0.1  Langevin latent pull-back coefficient
10 0.01  Langevin random force magnitude
T 0.3  Langevin variable time-step coefficient
Niter 100  Langevin number of iterations
k}g’sp 1.0  Dispersion latent contact force coefficient
dyy 12.0  Dispersion latent distance threshold
kSiep 1.0  Dispersion identity pull-back coefficient
W 1.0  Dispersion latent pull-back coefficient
7o 0.01  Dispersion random force magnitude
Y 0.05  Dispersion fixed time-step
Niter 20  Dispersion number of iterations
&o 0.2 Dispersion initial symmetry breaking noise
Ao 1.0  DisCo covariates sampling scale

4 EXPERIMENTS

In this section we run a series of experiments to demonstrate
the validity of our approach and explore, at least partially,
the parameter space opened by the algorithms presented
above. First, in section we describe our experimental
setup used in our evaluations, and then we present different
experiments to investigate the performance of our synthetic
datasets in the remaining sections.

4.1 Experimental Setup

Comparing the quality of synthetic datasets is a challenging
endeavor in its own right. While various quality metrics
exist, their respective reliabilities have been discussed in the
literature and seem far from ideal for our present purpose.
We instead choose to train FR models on the data we
generate, and then benchmark the resulting models on well-
known face biometrics datasets. While computationally ex-
pensive this evaluation technique yields relatively reliable
and trustworthy results that are easily compared to existing
baselines.

4.1.1

We use the synthetic dataset and train a face recognition
model with the iResNet50 backbone using AdaFace loss
function [66]. We train each model for 30 epochs using
the Stochastic Gradient Descent (SGD) optimizer with the
initial learning rate 0.1 and weight decay 5 x 10=%. Then,
we evaluate the performance of the trained models on
different benchmarking datasets, including Labeled Faces
in the Wild (LFW) [67], Cross-age LFW (CA-LFW) [68],
CrossPose LFW (CP-LFW) [69], Celebrities in Frontal-Profile
in the Wild (CFP-FP) [70], AgeDB-30 [71], IARPA Janus
Benchmark-B (IJB-B) [72] and IARPA Janus Benchmark-B
(JB-C) [73] datasets. To maintain consistency with prior
works, the results reported for LFW, CA-LFW, CP-LFW,
CFP-FP, and AgeDB datasets are accuracy calculated using

Training and Benchmarking



10-fold cross-validation, where the comparison threshold
is set at the Equal Error Rate (ERR) on one fold and the
accuracy is measured on the remaining folds. In contrast, the
standardized approach for reporting results for IJB-B and
IJB-C datasets is to find True Match Rate (TMR) at different
False Match Rate (FMR) values, and therefore we report
Receiver Operating Characteristic (ROC) for evaluating FR
models on these two benchmark datasets. For space and
formatting reasons, some benchmarks are omitted.

4.1.2 Different Hyperparameters

Our new method introduces a number of hyperparame-
ters that influence the quality and usefulness of the final
synthetic datasets. While this gives new opportunities to
“tune” a synthetic dataset towards a particular goal, it
also adds a new layer of complexity that requires a good
understanding of the influence of each of these numbers on
the final results. Table (2) shows the list of hyperparameters
of the Langevin, Dispersion and DisCo algorithms as well as
their default values. These default values give a baseline
with good numerical performance and are used in the
following experiments unless explicitly specified. To better
understand the impact of these hyperparameters, we run a
non-exhaustive survey with different values and evaluate
the resulting datasets.

4.1.3 Reference FR Backbone

To compute embedding distances and optimize the identity
distribution with respect to the latter, we choose an off-
the-shelf reference FR model. This model is built on an
iResNet50 backbone, with an Arcface loss [63] and trained
on the now discontinued MS-Celeb-1M dataset [4]. It is part
of the software package bob [74].

4.2 Dynamical Evolution of Langevin Ensembles

The Langevin algorithm presented in the previous section
is designed to maximize, iteratively and stochastically, the
pairwise embedding distances of an ensemble of synthetic
identities defined on the latent space of a given generative
model. This is achieved using the loss function, Eq. ,
that yields a repulsive force between two samples whose
embeddings are closer than a threshold value d§. At the
same time, a second loss function, Eq. , pulls the samples
towards the average latent vector wg,, around which the
best quality samples are located.

By design, the Langevin algorithm tries to increase the
samples embedding pairwise distances d (e, e;), up to a
given threshold d§, while simultaneously pulling the sam-
ples towards w4, and therefore minimizing pairwise latent
distances |w, — wy|. Fig. and Fig. show the evolu-
tion of average pairwise embedding and latent distances,
respectively, for N;; = 10k identities, up to N, = 50
iterations and for five different values of d5. Fig. shows
that all five ensembles start with the same average pairwise
embedding distance <d8 > = 1.47, this quantity increase very
quickly to reach a plateau after approximately 10 time-steps.
As expected, bigger values of d§ lead to higher plateaux,
with the exception of d§ = 1.6 where some sort of saturation
phenomenon seems to occur. While average the embedding
distance stays almost constant after this swift onset, the

10

average pairwise latent distance (Jw, — wp|) continue to de-
crease at a much slower pace, as seen in Fig. (5b), indicating
that the ensemble slowly clusters itself around wgyg-

These dynamics are driven by the balance between
the repulsive embedding contact force, whose evolution
is shown in Fig. (5J), and the attractive latent pull-back
force, whose evolution is shown in Fig. . We see that,
when the samples are randomly distributed, their overlap
in embedding space is quite significant leading to very
high contact forces in the first iterations. The samples re-
arrange themselves to minimize contact interactions quite
rapidly and, after a certain number of iterations, the contact
interaction reaches a plateau. After this plateau is reached,
samples continue to be pulled towards wg,g by the latent
pull-back force, which slowly decays as seen Fig. (5d). Fig.
(5¢) and Fig. (5f) show this decay for a varying number of
identities, by plotting (|w, — wp|) in function of N,;q and
Niter, respectively.

4.3 Strict Inter-Class Threshold Constraints

Another interesting metric on the performance of the algo-
rithm is the proportion of pairwise distances that are above
a certain inter-class threshold dfct. This can be computed by
counting each occurrence where this condition is met, for
each possible pair of identities (a, b)

|{d5 (€a,ep) < dSy, V(a,b), a > b}|
Pict = ’
N, pairs
where we set a > b to avoid double counting and where
Npairs = W is the number of possible pairwise
interactions. If we set this threshold equal to the Langevin
repulsion distance threshold, d¢,, = d§, we can evaluate the
ratio of the number of contacts over the number of pairs

_ Hds (eflv eb) < dgv V(a, b)7 a > b}} _ Ncontacts
0 Npairs Npairs .
23)
Fig. shows the dynamical evolution of this quantity
after a certain number of iterations NV;;.,., for different values
of d§. We see that for very high values of d§, this value is
close to one so almost every identity is in contact with every
other one. For other values we can compute the average
number of contacts per identity

(22)

P

2 Ncontacts _ 2 o Npairs
N; N;
where we have added a factor of two to account for each
identity in the pair in contact. We see in Fig. that, for
dg = 1.4 and N,;4 = 10k, this ratio stabilizes around p =
0.03 meaning that each identity is on average in contact
with approximately 300 other classes. More generally, the
ratio p;.; is the FMR of the reference FR backbone evaluated
on the synthetic dataset and the Langevin algorithm tends to
iteratively decrease this value until it reaches a plateau.

It would be interesting to know the maximal number of
identities N5"it, which satisfy the constraint d§ > d5.,, we
can extract from a given Langevin ensemble. For this pur-
pose, we devise a simple erosion algorithm that iteratively
removes identities from the ensemble until the constraint
is satisfied for all pairs of remaining identities. This naive
algorithm removes the identities with the maximal number

=2p0 (Nig —1), (24
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TABLE 3: Influence of the number of Langevin iterations
Niier on FR accuracy. For all datasets, variations are created
via the Dispersion algorithm with default parameters. The
first row consider pure random sampling for
benchmarking. The next rows show different combination
of Njzer and dg.

Niter dg LFW CPLFW CALFW CFP AgeDB | Average

0 - 90.78 62.55 78.5 64.96 70.12 73.38

1 154 | 90.73 64.15 78.5 65.24 70.67 73.86

10 1.54 | 92.23 65.05 81.42 65.5 72.73 75.39

20 154 | 92.73 66.37 82.42 65.09 74.22 76.17
50 154 | 93.93 66.83 84.52 68.67 75.52 77.89

50 14 94.45 65.58 86.03 66.53 77.17 77.95
100 14 94.72  64.58 86.17 65.36 79.25 78.02

TABLE 4: Influence of Langevin time-step parameters on
final FR accuracy. The parameter 6t is the fixed time-step
value while 7 is the automatic time-step parameter.

ot 7  Niter | LFW CPLFW CALFW CFP  AgeDB | Average
0.1 - 200 84.3 56.63 7233 5749 65.63 67.28
0.3 - 66 | 84.12 57.27 7115 58.63 64.98 67.23
0.6 - 33 | 83.05 57.65 69.75 5791 63.7 66.41
1.0 - 20 82.9 57.7 69.9 57.4 61.23 65.83
- 03 50 | 84.12 59.03 72.18 57.8 63.83 67.39

- 10 50 | 82.83 57.73 70.67  58.41 63.57 66.64

of contacts first, one by one, until no contact is left. Fig.
shows values of NjI"“* for Langevin ensembles of
N;q = 10k and for different values of d<.,. In this case, we set
the contact distance threshold slightly bigger that the thresh-
old, d§ = 1.1d%,, and plot Nt against computational
wall-time. For comparison, we also plot the performance
of the Reject algorithm and see that Langevin with erosion
yields a significant numerical advantage, at least with our

implementations.

4.4 Performance of the Langevin Algorithms

We are interested in the influence of the number of Langevin
iterations on the quality of the resulting datasets and, im-
portantly, if the latter improve FR accuracy when compared
to random sampling. Table shows the accuracy of FR
models trained on synthetic datasets generated with such a
varying number of iterations and for two values of d. The
datasets in this table are composed of N = 10k synthetic
identities, the first one being the random sampling bench-
mark. For all datasets, the 64 variations are created with the
Dispersion algorithm with the standard parameters of Table
[@). It is clear that the Langevin algorithm yields a significant
performance improvement, even after a small number of
iterations, over pure random sampling. It is interesting that
more iterations tend to yield better performance and that
this improvement effect continues even while the average
embedding distance has reached a plateau.

While the Langevin algorithm seems to yields a signifi-
cant accuracy advantage for synthetic data trained FR mod-
els, it is quite computationally expensive. A straightforward
parameter to optimize is the time-step value, which control
the precision of the numerical integration. Table {) shows
the effect of the time-step on the final FR accuracy and
shows a comparison of fixed time-step against the automat-
ically calculated values. A small advantage is observed for
smaller fixed values, at least until 6t = 0.3, and calculated
values with 7 = 0.3 reach similar performance with slightly
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TABLE 5: Influence of the stochastic force on FR accuracy.

no  Nier | LFW  CPLFW  CALFW  CFP AgeDB | Average
0.003 100 94.9 65.4 86.63 65.9 79.35 78.44
0.01 100 | 94.72 64.58 86.17  65.36 79.25 78.02
0.03 100 | 94.53 65.67 85.72  64.99 79.22 78.03

less iterations. For this reason, a varying time-step with
7 = 0.3 is used in the rest of the article.

Finally, we briefly study the impact of the amplitude
of the random stochastic force on the resulting FR perfor-
mance. The addition of this term was motivated in section
by the idea that it could mitigate potential jamming and
help sampling the latent space efficiently. Table shows
a very limited survey for this purpose, with three different
values of 7. This data shows that this parameter, at least
in this very limited range, has a limited impact on the
results. We plan to conduct a more thorough investigation
on the stochastic dynamics of these systems in a subsequent
publication.

4.5 Repulsion Distances Threshold and DisCo

We are now interested in optimizing the statistics of the
synthetic datasets generated by our algorithms. In partic-
ular, we study here the influence of the repulsion distance
thresholds d§ and d}yY, for Langevin and Dispersion, respec-
tively. We would also like to investigate the impact of the
DisCo scale parameters \g.

As explained in section |3} the Langevin and Dispersion
granular-like losses functions introduced in Eq. and
Eq. (16), respectively, are designed to repulse samples that
are too close in the embedding and latent spaces. The
Langevin algorithm therefore controls the inter-class embed-
ding pairwise distances via the parameter d§ as illustrated
by the histograms Fig. (6a). One clearly sees that increasing
the value of d§ shifts the peak of the distribution toward
bigger pairwise embedding distances. For the largest values
showed in this plot the peaks are near d* ~ 5, similar to
the real-world data shown in Fig. (6d).

Similarly to Langevin, the Dispersion algorithm controls
the intra-class latent pairwise distances via the parameter d’.
Since increasingly larger latent pairwise distances tend to
produce increasingly dissimilar images, we expect bigger
values of d}¥ to widen the intra-class pairwise embedding dis-
tances distribution and shift its peak towards larger values.
This is indeed what we observe in the histograms in Fig.
(6b), where the pairwise embedding distances distributions of
Dispersion ensembles, created with a wide range of value of
the parameter d]o/v, are shown. We observe that a small value
of d}¥ = 8.0 lead to a very narrow distribution, while bigger
values greatly shift the peak towards larger d° values.

TABLE 6: Influence of Langevin repulsion distance
threshold d§ on FR accuracy.

d§ Niter LFW CPLFW CALFW CFP  AgeDB | Average
1.2 50 | 90.82 59.73 80.97 60.66 72.65 72.97
1.3 50 | 92.78 63.32 83.33  63.51 74.37 75.46
14 50 | 94.43 65.08 85.13 65.6 76.97 77.44
15 50 | 94.67 65.98 85.1 67.83 75.67 77.85
1.6 50 | 92.73 65.15 82.28 67.3 73.02 76.10

We are interested on the accuracy of the FR models
trained on such synthetic ensembles, for different values of
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Fig. 6: intra-class © and inter-class © embedding distance histograms of anthetic datasets generated with the Langevin,

affect the inter-class distance statistics. In (b) and
affect the intra-class distance statistics. In (c)

@), the Dispersion repulsion distance d}¥ and DisCo scale \g are shown to
, genuine datasets histograms are shown for comparison. The vertical dashed

lines, denoted “FMR”, show the distances for the reference FR backbone evaluated on IJB-C dataset for three different

FMR values.

TABLE 7: Influence of Dispersion repulsion distance
threshold d}¥ on FR accuracy.

d(‘]’v Niter LFW CPLFW CALFW CFP  AgeDB | Average

8.0 20 84 59.57 70.62  59.99 63.57 67.55
12.0 20 | 94.43 65.08 85.13 65.6 76.97 77.44
14.0 20 | 96.48 65.62 89.53 67.9 83.93 80.69
16.0 20 | 96.15 62.47 88.43 67.54 82.83 79.48
18.0 20 | 95.25 63.3 87.12  66.41 81.2 78.66
20.0 20 | 54.33 50.07 49.83  55.04 51.68 52.19

these two parameters. Table (6) and Table (7) show such a
survey, for five different values of d§ and six different values
of dgv. As we can see from the first table, the values dg =14
and d§ = 1.5 of the Langevin repulsion distance threshold
yield the best FR performance, while further increasing this
parameter to d§ = 1.6 degrades the overall performance.
As we can see by comparing peaks of pairwise inter-class
distances histograms of genuine and synthetic data in Fig.
(6), these best performing parameters values yield distribu-
tions close to genuine data from the FFHQ and MultiPIE
datasets. Keeping the fixed value df = 1.4, we see from
the second table that the best performance is achieved with
the parameter value d}¥ = 14.0. It is interesting to note
that the values d}V = 12.0, d}¥ = 16.0 and d}¥ = 18.0
yields almost similar performance figures, but with widely
different pairwise distances distributions.

In section 3| we introduced a modification of Dispersion,
the DisCo algorithm, that initialize the intra-class variations

TABLE 8: Influence of DisCo parameter )y on FR accuracy.

¥V X | LFW CPLFW CALFW CFP  AgeDB | Average
12.0 0.0 | 94.43 65.08 85.13 65.6 76.97 77 44
12.0 0.5 | 95.65 69.6 87.45 68.54 80.32 80.31
120 1.5 96.2 73.25 87.7 73.89 80.73 82.35
120 1.0 96.6 T4.77 87.77  73.89 80.7 82.75
14.0 1.5 97.22 75.85 89.48  78.76 83.32 84.93
16.0 2.0 | 94.82 65.18 85.00 72.39 77.27 78.93

with a random linear combination of the covariates vec-
tors introduced in [13]. This modification is introduced
to further increase the intra-class variability of the final
datasets and the implementation introduces an additional
parameter )\g that controls the scale of the random weights
A% € [=Xo, Ao). Table (8) shows the performance of five
such ensembles compared to the pure Dispersion baseline
Ao = 0. The first three datasets use a latent repulsion dis-
tance of d}¥ = 12.0 while the fourth and last further increase
this parameter. As demonstrated by the results in this table,
this algorithm yields significant performance improvement
compared to the original one using purely random initial-
ization, at least up to a value of A\g = 1.5. This gain is
of between two and four percents for the LFW, CALFW
and AgeDB benchmarks, which is already quite significant.
Where the DisCo yields the biggest advantage however is on
the CPLFW and CFP benchmarks, where improvements of
up to twelve percents are observed. This indicates that the
DisCo algorithm helps generates more diversity, and that it



TABLE 9: Influence of training set repulsion on FR accuracy.

df, d§ [ LFW CPLFW CALFW CFP  AgeDB | Average
0.0 1.4 | 9443 65.08 8513 656 76.97 7744
0.6 1.4 | 94.97 65.15 85.62  65.19 78.42 77.87
0.8 1.4 | 9495 66.28 86.5 65.24 78.9 78.37
1.0 1.4 | 9477 65.23 86.22  66.61 78.33 78.23
1.2 1.4 | 9495 65.08 85.97  65.56 79.07 78.13
1.3 1.4 | 9458 65.18 86.37 6591 79.85 78.38
1.4 1.4 | 94.08 65.62 85.37  66.93 77.12 77.82
1.5 1.4 | 9185 64.58 8158  66.37 71.72 75.22

is helpful in mitigating the relatively poor performances of
StyleGAN2 ensembles on pose benchmarks.

4.6 Generator Training Set Leakage and Mitigation

While we have generated a large quantity of synthetic data,
it is important to emphasis that both the generator and
the reference FR model are trained on genuine data. It is
important to verify that the synthetic data generated by our
algorithms is sufficiently far away from the original genuine
training sets and, if it is not the case, find appropriate
mitigation techniques to control potential training set leakage.
We have observed that, despite the care taken by the authors
of the DCFace dataset [§], their method still generate a
significant number of samples that are very close, if not
indistinguishable, from pictures from the generator training
set.

One possible option to mitigate this problem, and pro-
tect the privacy of the real-world identities present in the
training set, is to repulse the synthetic samples embeddings
from the embedding of the training set samples. This is quite
easily implemented in Langevin by adding a loss function
similar to Eq. (10) but with the pairwise distances d¢ (e,, Ej)
of the synthetic embeddings e, to the genuine ones Fj. For
this, we introduce a new parameter d¢, which is similar to
the pairwise embedding repulsion distance d§ but for gran-
ular interactions between synthetic and genuine samples.
Table @, shows the results of this undertaking, for several
values of df.. We observe that, surprisingly, increasing the
value d, slightly increases FR accuracy, and the biggest
value considered df. = 1.3 performs slightly better than no
training set repulsion at all. While we keep a more detailed
study of this phenomenon for a subsequent publication, we
note that this method seems to be a promising avenue for
biometric privacy research, for synthetic data at least.

4.7 Closing the Gap with Real-World Data

Having performed a detailed analysis of the Langevin, Dis-
persion and DisCo algorithms as well as the influence of
their respective parameters, we are now interested to see
if we can scale our approach to bigger synthetic datasets.
Table shows the result of this survey. In this table, we
also show the effect of compounded datasets, datasets that
have the same biometric references, created with Langevin,
but different variations. In particular, several datasets are
compounded with their reference Langevin ensemble, thus
adding one variation per class, denoted by a check-mark in
the Ref. column of the table. As we can see, this offers a very
limited performance increase but we decide to keep this for
bigger datasets as the data has to be computed anyway.
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Scaling up to N;q = 30k however offers an impressive
performance improvement, in particular with DisCo vari-
ations, with an impressive average score of 88.40, almost
reaching the performance of diffusion based methods. For
Niqs = 30k we also study the influence of the number
of variations, showing that N, = 64 yields the best
results. Surprisingly, for Ny, = 128 the performance drops
very significantly, by almost twenty points. This might be
explained by the lack of infer-class latent repulsion, a design
choice made for simplicity, as explained previously. To better
assess the performance of our best datasets, Fig. (7) shows
the Receiver Operating Characteristic (ROC) curves for a
number of models trained on synthetic and genuine data.
As can be observed in this figure, our method outperforms
all GAN-based synthetic datasets in the literature. In ad-
dition, our method achieves comparable performance with
diffusion-based datasets for high values of FMR; however,
for low values of FMR, diffusion-based methods achieve
better performance than our method. We should note that,
as mentioned in section [2, DCFace is generated with a
dual condition model trained on CASIA-WebFace [6] with
identity labels, and therefore the generator model leverageﬁ
the identity information in the CASIA-WebFace dataset. In
contrast, our method is based on a pretrained generative
model, which is trained on unlabeled face images from the
FFHQ dataset. Compared to FR models trained with real
data, the ROC curves show that there is still a gap between
training with real and synthetic datasets. Nevertheless, the
promising improvement achieved by our method for GAN-
based models reveals potential in generative models and
training FR with synthetic data, which require further re-
search in the future.

5 CONCLUSIONS

5.1 Conclusions

We have developed new techniques to generate large-scale
face images datasets using GANs. These methods involve
physics-inspired algorithms to sample synthetic identities
in the latent space of a generative network. In particular, we
believe that our use of loss functions inspired by granular
mechanics is quite novel in this context and open promising
avenues, possibly beyond face recognition applications.
This work introduced three complementary algorithms,
Langevin, Dispersion and DisCo, aimed at generating large
synthetic datasets to replace, at least partially, genuine face
datasets captured in the wild and to mitigate ethical issues
arising from their usage. These algorithms take inspira-
tion from physical processes such as Brownian motion and
granular media contact interactions to generate ensembles
of samples in the latent space of generative models. For
this work we focussed on GANSs, but these methods can be
generalized to any model with a latent space of reasonable
dimensionality. Importantly, these algorithms introduce a

4. Since DCFace is trained on CASIA-WebFace dataset with identity
labels, the recent Synthetic Data for Face Recognition (SDFR) Compe-
tition held in conjunction with the 18th IEEE International Conference
on Automatic Face and Gesture Recognition (FG 2024) disqualified all
submissions based on DCFace [75].
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Fig. 7: ROC curves for models trained on synthetic datasets, benchmarked on the IJB-B and IJB-C datasets.
TABLE 10: Influence of the number of identities, number of variations and variation-creation method on FR accuracy.
Method N; Nimg | Ref. ii Nyar dg)’v Ao LFW CPLFW CALFW CFP  AgeDB | Average
107000 640000 | - 64 12.0 - 94.43 65.08 85.13 65.6 76.97 77.44
650’000 | v 64+ 1 12.0 - 94.38 65.75 86.03 65.51 77.3 77.79
Laneevin + Dispersion 4807000 | - 16 12.0 - 90.65 64.42 80.12 63.07 70.18 73.69
8 P 307000 960000 32 12.0 94.83 66.25 843 65.51 76.1 77.40
1'620°000 | - 64 12.0 - 97.98 71.57 91.7 7276 88.87 84.58
10’000 640000 | - 64 12.0 - 96.6 74.77 87.77  73.89 80.7 82.75
20°000 17300000 v 64+ 1 12.0 1.5 | 98.22 77.57 9193 78.93 89.95 87.32
Laneevin + DisCo 1300000 | v 64+ 1 14.0 1.5 | 98,53 81.17 9293  83.56 92.32 89.70
8 17650000 v 64+ 1 12.0 1.5 | 98.37 79.53 9258 80.71 90.82 88.40
3870000 | v 128+1 | 12.0 1.5 | 86.15 61.98 70.35 68.23 59.87 69.32
30°000 1470000 v 4841 14.0 1.5 | 98.55 81.32 93.33 83.37 92.05 89.72
1650"000 v 6441 14.0 1.5 | 98.97 81.52 93.95 83.77 93.32 90.31
40’000 276007000 v 64+ 1 12.0 1.5 | 98.33 78.25 9227 7931 89.43 87.52
50’000 32507000 | v 64+ 1 12.0 1.5 | 9847 79.88 9257 79.93 90.33 88.24
Langevin + Covariates 10’000 180000 | v/ 17+ 1 - - 77.68 59.2 64.07 61.07 52.55 62.91

T References created with Langevin are compounded with the variations for FR model training.

set of free parameters that control the distribution of sam-
ples in the latent space and which can be optimized to yield
high quality synthetic datasets tailored for specific usages.

To validate the soundness of our approach and evaluate
its effectiveness at generating useful synthetic face data, we
trained FR models on the synthetic datasets we generated
and evaluated the resulting models on seven standard face
biometric benchmarks. With these results, we showed that
the face datasets we can generate greatly outperform previ-
ous GANs generated ones while almost reaching the current
state of the art performance of synthetic datasets generated
with diffusion models. We are confident that the results of
this preliminary study can be further improved, possibly
quite significantly.

While we showed that our algorithms can yield very
good synthetic face datasets, many improvements are still to
be made. Most importantly, our method crucially relies on a
reference off-the-shelf FR model. In some sense, the datasets
generated with our method iteratively learns, by stochastic
gradient descent, from the reference FR model, and therefore
quite certainly learn its biases as well. A possible fix that
could mitigate, at least partially, this fundamental issue is to
use several reference models in parallel, simply by adding
more embedding losses to the algorithms.

Fundamentally, the problem of generating complex syn-
thetic data, that has similar characteristics that some gen-
uine reference, is a chicken-and-egg problem. It could be per-
haps constructive to reformulate this problem in a way that
makes it clear that the synthetic data will always depends
to some extent on genuine priors, and rather insist on devel-
oping procedures giving guaranties that the original data is
at least hard to recover and that the synthetic dataset gives
a good enough representation of reality. A few steps in this
direction were performed at the end of section [4] possibly
also hinting at some interesting research directions toward
a much deeper problem: generalization of DL models.

We would like to stress that, while large part of this
work was devoted to optimization of these algorithms, they
remain quite expensive, computationally speaking. For each
sample an image must be generated and its embedding com-
puted, twice per iteration with one backward pass, which is
quite expensive as the data goes through an intermediary
image space of very high dimensionality. On the other hand
the only function we are interested in is an identity aware
metric d!) on the latent space of a given generator. It is
certainly possible to learn such a function to a relevant
degree of accuracy and to use this instead of the full chain,
at least for bootstrapping. Alternatively, while technically



challenging, it is certainly possible to prune connections and
weights in the WW — &£ generator-feature-extractor chain,
which would vastly improve efficiency.

5.2 Source Code and Data Availability

To adhere to the strongest standards of reproducible re-
search, the code used for these experiments is made avail-
able at the following address under an open-source license.
Since generating such datasets is quite computationally
expensive, we also provide access to some the synthetic data
generated for this work.

[URLs will be added upon acceptance]
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