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#### Abstract

We revisit the work of Mitter and Newton on an information-theoretic interpretation of Bayes' formula through the Gibbs variational principle. This formulation allowed them to pose nonlinear estimation for diffusion processes as a problem in stochastic optimal control, so that the posterior density of the signal given the observation path could be sampled by adding a drift to the signal process. We show that this control-theoretic approach to sampling provides a common mechanism underlying several distinct problems involving diffusion processes, specifically importance sampling using Feynman-Kac averages, time reversal, and Schrödinger bridges.


## 1 Introduction

In a remarkable paper [23], Mitter and Newton showed that the Kallianpur-Striebel formula, a core ingredient in the theory of nonlinear filtering for diffusion processes, can be derived from the Gibbs variational principle pertaining to the minimization of a certain free energy functional on the space of probability measures over paths. Among other things, this variational formulation provided an information-theoretic explanation of the fact that the PDE for the logarithm of the filtering density, i.e., the posterior density of the signal process given the observation path, has the form of the Hamilton-Jacobi-Bellman equation for the value function of a particular stochastic control problem, a coincidence that had been noted earlier in several works [11,21,22]. Moreover, using this control-theoretic interpretation together with Girsanov theory, Mitter and Newton have shown that one can obtain exact samples from the filtering density by the addition of a drift term to the signal process, where the drift is of the state feedback form and is equal to the negative gradient of the value function.

In this article, we show that a variational formulation based on free energy minimization underlies a broad circle of questions pertaining to diffusion processes which include, in addition to path estimation, such problems as time reversal $[1,12,14]$, the Schrödinger bridge problem [5,12], and importance sampling via Feynman-Kac averages [8]. In fact, this variational interpretation was implicit in some of the existing treatments of these problems; our aim here is to provide a unifying perspective and to draw attention to the fact that the particular constructions that emerge in the solutions of these problems can all be viewed as instances of stochastic optimal control of diffusion processes, in the spirit of the original work of Mitter and Newton.

[^0]The remainder of the paper is structured as follows. In Section 2 we review the Gibbs variational principle in a general setting and discuss the problem of generating samples from Gibbs measures. Diffusion processes are introduced in Section 3, followed by the formulation of sampling as a problem in stochastic optimal control in Section 4. Next, in Section 5 we revisit several problems involving sampling in diffusion processes and illustrate that they can be viewed as instances of free energy minimization. Since we are building on the ideas of [23], we adopt a great deal of their notation and set-up.

## 2 The Gibbs variational principle

Let $(X, \mathcal{X})$ be a standard Borel space. Let $\mathcal{P}(X)$ and $\mathcal{H}(X)$ be the space of all probability measures on $(\mathrm{X}, \mathcal{X})$ and the space of all measurable functions $H: \mathrm{X} \rightarrow(-\infty,+\infty]$, respectively. Let $P, \tilde{P} \in \mathcal{P}(\mathrm{X})$ and $H \in \mathcal{H}(\mathrm{X})$ be given. Then we define the following quantities:

$$
\begin{align*}
D(\tilde{P} \| P):= & \int_{\mathrm{X}} \log \left(\frac{\mathrm{~d} \tilde{P}}{\mathrm{~d} P}\right) \mathrm{d} \tilde{P} \text { if } \tilde{P} \ll P  \tag{1}\\
& +\infty \text { otherwise } \\
i(H):= & -\log \left(\int_{\mathrm{X}} \exp (-H) \mathrm{d} P\right) \text { if } 0<\int_{X} \exp (-H) \mathrm{d} P<\infty  \tag{2}\\
& -\infty \text { otherwise } \\
\langle H, \tilde{P}\rangle:= & \int_{\mathrm{X}} H \mathrm{~d} \tilde{P} \text { if the integral is finite }  \tag{3}\\
& +\infty \text { otherwise }
\end{align*}
$$

The quantity in eq. (1) is the relative entropy of $P$ with respect to $\tilde{P}$. In the context of statistical physics, X acquires the interpretation of the state (or configuration) space of some physical system, $P$ is some base (or reference) probability measure on the state space, and $H$ is the energy (or Hamiltonian) function. Under this interpretation, the quantity $i(H)$ defined in eq. (2) is the equilibrium free energy (at unit temperature), while the quantity $\langle H, \tilde{P}\rangle$ is the average energy under an alternative probability measure $\tilde{P}$. The Gibbs variational principle $[6,23]$ states that, under some regularity conditions, $i(H)$ is the minimum value of the free energy

$$
\begin{equation*}
F(\tilde{P}):=\langle H, \tilde{P}\rangle+D(\tilde{P} \| P) \tag{4}
\end{equation*}
$$

among all $\tilde{P}$, and characterizes the unique minimizer of $F(\cdot)$ that attains $i(H)$ :
Proposition 1. Let $P \in \mathcal{P}(\mathrm{X})$ and $H \in \mathcal{H}(\mathrm{X})$ be such that

$$
-\int_{\mathbf{X}} H \exp (-H) \mathrm{d} P<\infty
$$

with the convention $+\infty \cdot \exp (-\infty)=0$. Then the probability measure $P^{*} \in \mathcal{P}(X)$ defined by

$$
\frac{\mathrm{d} P^{*}}{\mathrm{~d} P}=\frac{\exp (-H)}{\int_{\mathrm{x}} \exp (-H) \mathrm{d} P}
$$

is the unique minimizer of eq. (4), and

$$
i(H)=F\left(P^{*}\right)=\min _{\tilde{P} \in \mathcal{P}(\mathrm{X})} F(\tilde{P})
$$

In many cases, $(\mathrm{X}, \mathcal{X})$ has the product structure $\left(\mathrm{X}_{0} \times \overline{\mathrm{X}}, \mathcal{X}_{0} \otimes \bar{X}\right)$, and we are interested in minimizing the free energy $F(\cdot)$ subject to constraints on the marginal probability law of $X_{0}$, where $X$ splits into $\left(X_{0}, \bar{X}\right)$. That is, we disintegrate the reference measure $P$ as $P(\cdot)=\int_{\mathrm{X}_{0}} \mu\left(\mathrm{~d} x_{0}\right) P^{x_{0}}(\cdot)$, where $\mu$ is the marginal law of $X_{0}$ under $P$ and $P^{x_{0}}$ is the regular conditional probability law of $X$ given $X_{0}=x_{0}$, and then minimize the free energy $F(\tilde{P})$ over all $\tilde{P} \in \mathcal{P}\left(\mathrm{X}_{0} \times \overline{\mathrm{X}}\right)$, possibly subject to a constraint of the form $\tilde{\mu} \in \mathcal{C}$, where $\tilde{\mu}$ is the marginal law of $X_{0}$ under $\tilde{P}$ and $\mathcal{C}$ is some subset of $\mathcal{P}\left(X_{0}\right)$. The main idea is to use the chain rule for the relative entropy, which says

$$
D(\tilde{P} \| P)=D(\tilde{\mu} \| \mu)+\int_{\mathbf{X}_{0}} \tilde{\mu}\left(\mathrm{~d} x_{0}\right) D\left(\tilde{P}^{x_{0}} \| P^{x_{0}}\right)
$$

and Fubini's theorem to decompose the free energy as

$$
\begin{align*}
F(\tilde{P}) & =\langle H, \tilde{P}\rangle+D(\tilde{P} \| P) \\
& =D(\tilde{\mu} \| \mu)+\int_{\mathbf{X}_{0}} \tilde{\mu}\left(\mathrm{~d} x_{0}\right)\left(\int_{\overline{\mathrm{x}}} \tilde{P}^{x_{0}}(\mathrm{~d} \bar{x}) H\left(x_{0}, \bar{x}\right)+D\left(\tilde{P}^{x_{0}} \| P^{x_{0}}\right)\right) \\
& =D(\tilde{\mu} \| \mu)+\int_{\mathbf{X}_{0}} \tilde{\mu}\left(\mathrm{~d} x_{0}\right) F\left(x_{0}, \tilde{P}^{x_{0}}\right) \tag{5}
\end{align*}
$$

where we have denoted by $F\left(x_{0}, \tilde{P}^{x_{0}}\right)$ the free energy of $\tilde{P}^{x_{0}}$ with respect to the energy function $H\left(x_{0}, \cdot\right)$ and the reference measure $P^{x_{0}}$. Then, applying Proposition 1 conditionally on $x_{0}$, we have

$$
F(\tilde{P}) \geq\langle v, \tilde{\mu}\rangle+D(\tilde{\mu} \| \mu)
$$

where

$$
v\left(x_{0}\right):=-\log \int_{\overline{\mathrm{x}}} e^{-H\left(x_{0}, \cdot\right)} \mathrm{d} P^{x_{0}}
$$

is the minimum value of $F\left(x_{0}, \cdot\right)$ achieved uniquely by $\mathrm{d} P^{*, x_{0}} \propto \exp -H\left(x_{0}, \cdot\right) \mathrm{d} P^{x_{0}}$. We conclude that

$$
\min _{\tilde{P} \in \mathcal{P}(\mathrm{X}): \tilde{\mu} \in \mathrm{C}} F(\tilde{P})=\min _{\tilde{\mu} \in \mathrm{C}}(\langle v, \tilde{\mu}\rangle+D(\tilde{\mu} \| \mu))
$$

In particular, if $\mathcal{C}=\{\mu\}$, then the minimum is attained uniquely by the Gibbs mixture

$$
P^{*, \mu}(\cdot):=\int_{\mathrm{X}_{0}} \mu\left(\mathrm{~d} x_{0}\right) P^{*, x_{0}}(\cdot)
$$

If, on the other hand, $\mathcal{C}=\mathcal{P}\left(X_{0}\right)$ (i.e., the marginal $\tilde{\mu}$ is completely unconstrained), then we apply the Gibbs variational principle again to get

$$
\begin{aligned}
\min _{\tilde{P} \in \mathcal{P}(\mathrm{X})} F(\tilde{P}) & =\min _{\tilde{\mu} \in \mathcal{P}\left(\mathrm{X}_{0}\right)}(\langle v, \tilde{\mu}\rangle+D(\tilde{\mu} \| \mu)) \\
& =-\log \int_{\mathrm{X}_{0}} e^{-v\left(x_{0}\right)} \mu\left(\mathrm{d} x_{0}\right) \\
& =-\log \int_{\mathrm{X}_{0} \times \overline{\mathrm{X}}} e^{-H\left(x_{0}, \bar{x}\right)} P^{x_{0}}(\mathrm{~d} \bar{x}) \mu\left(\mathrm{d} x_{0}\right) \\
& =-\log \int_{\mathrm{X}} e^{-H(x)} P(\mathrm{~d} x),
\end{aligned}
$$

where the minimum is achieved uniquely by the mixture $P^{*, \mu_{*}}$ with

$$
\frac{\mathrm{d} \mu_{*}}{\mathrm{~d} \mu}=\frac{\exp (-v)}{\int_{\mathrm{X}_{0}} \exp (-v) \mathrm{d} \mu}
$$

The problem of interest is how to generate samples from $P^{*}$ (or from $P^{*, \mu_{*}}$ ) when we have the means to generate samples from the reference measure $P$. In general, this runs into issues of computational tractability. However, in some specific instances it may be possible to exploit additional structure of the problem to deduce the existence of a measurable mapping $\Phi: \mathrm{X} \rightarrow \mathrm{X}$, such that $P^{*}=P \circ \Phi^{-1}$-in other words, we first obtain a sample $X$ from $P$ and then transform it into a sample $\Phi(X)$ from $P^{*}$. As we shall see next, this is indeed possible when $P$ is a sufficiently regular probability law of a diffusion process.

## 3 The problem set-up

We now particularize the setting of Section 2 to the case when $(\mathrm{X}, \mathcal{X})$ is the space $\left(C\left([0, T] ; \mathbb{R}^{n}\right), \mathcal{B}_{T}\right)$ of continuous paths $x:[0, T] \rightarrow \mathbb{R}^{n}$, where $\mathcal{B}_{T}$ is the Borel $\sigma$-algebra induced by the uniform norm topology. The reference measure $P$ is the probability law of the diffusion process governed by the Itô integral equation

$$
\begin{align*}
& X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}, s\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(X_{s}, s\right) \mathrm{d} W_{s}, \quad 0 \leq t \leq T  \tag{6}\\
& X_{0} \sim \mu,
\end{align*}
$$

where $X_{t}$ takes values in $\mathbb{R}^{n}$ and $W_{t}$ takes values in $\mathbb{R}^{m}$. Here, the Borel probability law $\mu$ and the mappings $b(\cdot, \cdot)$ and $\sigma(\cdot, \cdot)$ are assumed to satisfy enough regularity conditions for eq. (6) to have a unique strong solution. In the latter case, we will have a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbb{P}\right)$ that carries an $\mathbb{R}^{n}$-valued random variable $X_{0}$ and an $m$-dimensional standard Brownian motion process $W$ independent of $X_{0}$, as well as a measurable map $\Phi: \mathbb{R}^{n} \times C\left([0, T] ; \mathbb{R}^{m}\right) \rightarrow \mathrm{X}$, such that $\left(X_{t}=\Phi_{t}\left(X_{0}, W\right) ; 0 \leq t \leq T\right)$ is an $\left(\mathcal{F}_{t}\right)$-adapted semimartingale satisfying eq. (6). The following conditions, imposed in [23], suffice for our purposes as well:
(R1) there exists a constant $c>0$, such that

$$
\int_{\mathbb{R}^{n}} \exp \left(c|z|^{2}\right) \mu(\mathrm{d} z)<\infty ;
$$

(R2) there exists a constant $K>0$, such that $b$ and $\sigma$ satisfy

$$
\begin{aligned}
& |b(x, t)-b(\bar{x}, t)|+|\sigma(x, t)-\sigma(\bar{x}, t)| \leq K|x-\bar{x}|, \\
& |b(x, t)| \leq K(1+|x|), \\
& |\sigma(x, t)| \leq K
\end{aligned}
$$

for all $x, \bar{x} \in \mathbb{R}^{n}$ and all $0 \leq t \leq T$, where we use $|\cdot|$ to denote the Euclidean norm for vectors and the Hilbert-Schmidt norm for matrices;

Next, we assume that the Hamiltonian function $H: \mathrm{X} \rightarrow \mathbb{R}$ is of the form

$$
\begin{equation*}
H(X)=\int_{0}^{T} f\left(X_{t}, t\right) \mathrm{d} t+g\left(X_{T}\right) \tag{7}
\end{equation*}
$$

and the functions $f(\cdot, \cdot)$ and $g(\cdot)$ satisfy the following:
(H1) $f$ and $g$ are bounded from below, continuously differentiable, and there exists a constant $C>0$, such that

$$
\begin{aligned}
|f(0, t)| & \leq C \\
\sum_{i=1}^{n}\left|\frac{\partial}{\partial x_{i}} f(0, t)\right| & \leq C
\end{aligned}
$$

for all $0 \leq t \leq T$;
(H2) the derivatives of $f$ and $g$ are Lipschitz continuous: there exists a constant $M>0$, such that

$$
\begin{aligned}
\sum_{i=1}^{n}\left|\frac{\partial}{\partial x_{i}} f(x, t)-\frac{\partial}{\partial x_{i}} f(\bar{x}, t)\right| & \leq M|x-\bar{x}|, \\
\sum_{i=1}^{n}\left|\frac{\partial}{\partial x_{i}} g(x)-\frac{\partial}{\partial x_{i}} g(\bar{x})\right| & \leq M|x-\bar{x}|
\end{aligned}
$$

for all $x, \bar{x} \in \mathbb{R}^{n}$ and all $0 \leq t \leq T$.
The above assumptions ensure that

$$
\mathbf{E}[\exp (-H(X))]<\infty,-\mathbf{E}[H(X) \exp (-H(X))] \leq \mathbf{E}[\exp (-2 H(X))]<\infty
$$

where $\mathbf{E}[\cdot]$ denotes expectation with respect to $P$ [23]. It is also straightforward to verify that, under (H1) and (H2), $f$ and $g$ are of at most quadratic growth in $x$ and their derivatives are of at most linear growth in $x$, uniformly in $0 \leq t \leq T$.

We will need to consider the case when the initial condition $X_{0}$ is nonrandom, i.e., $\mu$ in eq. (6) is a Dirac measure centered at some $z \in \mathbb{R}^{n}$. It is convenient, just as in [23], to define for each $z \in \mathbb{R}^{n}$ and each $0 \leq s \leq T$ the process ( $\left.X_{t}^{z, s}: s \leq t \leq T\right)$ as the solution of (6) on the time interval $s \leq t \leq T$ with initial
condition $X_{s}^{z, s}=z$. Then we will denote by $P^{z}$ the probability law of the process $X^{z, 0}$. We also define the measurable maps

$$
\begin{equation*}
H:[0, T] \times \mathbb{R}^{n} \times \mathrm{X} \rightarrow \mathbb{R}, \quad H\left(s, z, X^{z, s}\right):=\int_{s}^{T} f\left(X_{t}^{z, s}, t\right) \mathrm{d} t+g\left(X_{T}^{z, s}\right) \tag{8}
\end{equation*}
$$

[so that, in particular, $H\left(X^{z, 0}\right)=H\left(0, z, X^{z, 0}\right)$ ] and

$$
\begin{equation*}
v: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}, \quad v(z, s):=-\log \mathbf{E} \exp \left(-H\left(s, z, X^{z, s}\right)\right), \tag{9}
\end{equation*}
$$

which is the equilibrium free energy of $P^{z, s}$ corresponding to the Hamiltonian function $H(s, z, \cdot)$.

## 4 The optimal control problem

We now consider the controlled equation

$$
\begin{equation*}
\tilde{X}_{t}=z+\int_{0}^{t}\left(b\left(\tilde{X}_{s}, s\right)+a\left(\tilde{X}_{s}, s\right) u\left(\tilde{X}_{s}, s\right)\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(\tilde{X}_{s}, s\right) \mathrm{d} \tilde{W}_{s} \tag{10}
\end{equation*}
$$

where $a(x, s):=\sigma(x, s) \sigma(x, s)^{\top}$, and where the measurable function $u: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}^{n}$ is the control. Let U denote the set of all $u$ with the following properties:
(U1) $u$ is continuous;
(U2) $\mathbf{E} Z^{u}=1$, where

$$
\begin{equation*}
Z^{u}:=\exp \left(\int_{0}^{T} u^{\top} \sigma\left(X_{t}^{z, 0}, t\right) \mathrm{d} W_{t}-\frac{1}{2} \int_{0}^{T}\left|\sigma^{\top} u\left(X_{t}^{z, 0}, t\right)\right|^{2} \mathrm{~d} t\right) \tag{11}
\end{equation*}
$$

where the objects $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbb{P}\right), W$, and $X^{z, 0}$ are as defined above. We then have the following:
Proposition 2 (Mitter-Newton). If b and $\sigma$ satisfy (R2) and if $u \in \mathrm{U}$, then the controlled equation (10) has a weak solution which is unique in probability law.

Following Beneš [2], we will refer to $u \in \mathrm{U}$ as admissible controls, the maps $(x, s) \mapsto b(x, s)+$ $a(x, s) u(x, s)$ as admissible drifts, and to $Z^{u}$ in eq. (11) as attainable densities. The problem, then, is to show that the Gibbs density

$$
\begin{equation*}
\frac{\mathrm{d} P^{*, z}}{\mathrm{~d} P^{z}}=\frac{\exp (-H)}{\int_{\mathrm{X}} \exp (-H) \mathrm{d} P^{z}}=\frac{\exp (-H(0, z, \cdot))}{\int_{\mathrm{X}} \exp (-H(0, z, \cdot)) \mathrm{d} P^{z}} . \tag{12}
\end{equation*}
$$

is an attainable density and to identify the admissible control $u_{*} \in \mathrm{U}$, such that

$$
\frac{\mathrm{d} P^{*, z}}{\mathrm{~d} P^{z}}=Z^{u_{*}} .
$$

Let $\left(\tilde{\Omega}, \tilde{\mathcal{F}},\left(\tilde{\mathcal{F}}_{t}\right), \tilde{\mathbb{P}}, \tilde{X}, \tilde{W}\right)$ be a weak solution of eq. (10) corresponding to an admissible control $u \in \mathrm{U}$. Let $\tilde{P}$ denote the probability law of $\tilde{X}$. We then define the control cost of $u$ by

$$
\begin{align*}
J(u, z) & :=\langle H, \tilde{P}\rangle+D\left(\tilde{P} \| P^{z}\right) \\
& =\tilde{\mathbf{E}}\left[\int_{0}^{T}\left(f\left(\tilde{X}_{t}, t\right)+\frac{1}{2}\left|\sigma^{\top} u\left(\tilde{X}_{t}, t\right)\right|^{2}\right) \mathrm{d} t+g\left(\tilde{X}_{T}\right)\right] . \tag{13}
\end{align*}
$$

The optimal control that attains the minimum of $J(u, z)$ is given by the following theorem, in the spirit of Theorem 4.2 in [23]:

Theorem 1. Suppose that b, $\sigma, f$, and $g$ satisfy (R2), (H1), (H2). Define the function $u_{*}: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}^{n}$ by

$$
\begin{equation*}
u_{*}(x, t):=-\left(\frac{\partial v}{\partial x}(x, t)\right)^{\top}, \tag{14}
\end{equation*}
$$

where $v$ is defined in eq. (9). Then $u_{*}$ is an admissible control, and for all $z \in \mathbb{R}^{n}$ and all $\tilde{P} \in \mathcal{P}(X)$ (not necessarily arising from an admissible control),

$$
\begin{equation*}
J\left(u_{*}, z\right) \leq D\left(\tilde{P} \| P^{z}\right)+\left\langle H(0, z, \cdot), \tilde{P}_{X}\right\rangle \tag{15}
\end{equation*}
$$

Proof. We follow the overall logic of the proof of Theorem 4.2 in [23], but use slightly different techniques in order to adapt the argument to our assumptions and to make it relatively self-contained.

Stochastic flow estimates First, from the theory of stochastic flows [19, Ch. 4] it follows that, for all $0 \leq s \leq t \leq T$, the map $z \mapsto X_{t}^{z, s}$ is differentiable, and the Jacobian $\Psi_{t}^{z, s}:=\frac{\partial}{\partial z} X_{t}^{z, s}$, taking values in $\mathbb{R}^{n \times n}$, satisfies

$$
\begin{equation*}
\Psi_{t}^{z, s}=I+\int_{s}^{t} \frac{\partial b}{\partial x}\left(X_{r}^{z, s}, r\right) \Psi_{r}^{z, s} \mathrm{~d} r+\sum_{i=1}^{m} \int_{s}^{t} \frac{\partial \sigma_{i}}{\partial x}\left(X_{r}^{z, s}, r\right) \Psi_{r}^{z, s} \mathrm{~d} W_{r}^{i} \tag{16}
\end{equation*}
$$

where $\sigma_{i}(\cdot, \cdot)$ denotes the $i$ th column of $\sigma(\cdot, \cdot), W^{i}$ denotes the $i$ th coordinate of $W, \frac{\partial b}{\partial x}(x, t)$ denotes the Jacobian of $b(x, t)$ w.r.t. the space variable $x$, etc. Moreover, the following moment estimates hold for each $p \geq 1$ uniformly in $s \leq t \leq T$ :

$$
\begin{align*}
\mathbf{E} \mid X_{t}^{z, s} s^{p} & \leq C_{T, p}\left(1+|z|^{p}\right),  \tag{17}\\
\mathbf{E}\left\|\Psi_{t}^{z, s}\right\|^{p} & \leq C_{T, p}, \tag{18}
\end{align*}
$$

where $C_{T, p}<\infty$ is a constant not depending on $z$ or $s$. For any $z, \bar{z} \in \mathbb{R}^{n}$, any $0 \leq s \leq t \leq T$, and any $p \geq 2$,

$$
\begin{aligned}
& \mathbf{E} \sup _{s \leq r \leq t}\left|X_{r}^{\bar{z}, s}-X_{r}^{z, s}\right|^{p} \\
& \leq(m+2)^{p-1}\left(|\bar{z}-z|^{p}+\mathbf{E} \sup _{s \leq r \leq t}\left|\int_{s}^{r}\left(b\left(X_{\tau}^{\bar{z}, s}, \tau\right)-b\left(X_{\tau}^{z, s}, \tau\right)\right) \mathrm{d} \tau\right|^{p}\right. \\
& \left.\quad+\sum_{i=1}^{m} \mathbf{E} \sup _{s \leq r \leq t}\left|\int_{s}^{r}\left(\sigma_{i}\left(X_{\tau}^{\bar{z}, s}, \tau\right)-\sigma_{i}\left(X_{\tau}^{z, s}, \tau\right)\right) \mathrm{d} W_{\tau}^{i}\right|^{p}\right) \\
& \leq(m+2)^{p-1}\left(|\bar{z}-z|^{p}+\mathbf{E}\left|\int_{s}^{t}\left(b\left(X_{\tau}^{\bar{z}, s}, \tau\right)-b\left(X_{\tau}^{z, s}, \tau\right)\right) \mathrm{d} \tau\right|^{p}\right. \\
& \left.\quad+\sum_{i=1}^{m} \mathbf{E}\left|\int_{s}^{t}\left(\sigma_{i}\left(X_{\tau}^{\bar{z}, s}, \tau\right)-\sigma_{i}\left(X_{\tau}^{z, s}, \tau\right)\right) \mathrm{d} W_{\tau}^{i}\right|^{p}\right)
\end{aligned}
$$

where we have used Jensen's inequality and Doob's submartingale inequality. Using (R2), Hölder's inequality, and the Burkholder-Davis-Gundy inequality, we have

$$
\mathbf{E}\left|\int_{s}^{t}\left(b\left(X_{\tau}^{\bar{z}, s}, \tau\right)-b\left(X_{\tau}^{z, s}, \tau\right)\right) \mathrm{d} \tau\right|^{p} \leq K^{p} T^{p-1} \int_{s}^{t} \sup _{s \leq r \leq \tau}\left|X_{r}^{\bar{z}, s}-X_{r}^{z, s}\right|^{p} \mathrm{~d} \tau
$$

and

$$
\mathbf{E}\left|\int_{s}^{t}\left(\sigma_{i}\left(X_{\tau}^{\bar{z}, s}, \tau\right)-\sigma\left(X_{\tau}^{z, s}, \tau\right)\right) \mathrm{d} W_{\tau}^{i}\right|^{p} \leq K^{p} T^{p-\frac{1}{2}} \int_{s}^{t} \mathbf{E} \sup _{s \leq r \leq \tau}\left|X_{r}^{\bar{z}, s}-X_{\tau}^{z, s}\right|^{p} \mathrm{~d} \tau
$$

Putting all of this together and using Grönwall's lemma, we get

$$
\begin{equation*}
\mathbf{E} \sup _{s \leq t \leq T}\left|X_{t}^{\bar{z}, s}-X_{t}^{z, s}\right|^{p} \leq \tilde{C}_{T, K, p}|\bar{z}-z|^{p} \quad \text { for all } z, \bar{z}, s \tag{19}
\end{equation*}
$$

A similar argument leads to the estimate

$$
\begin{equation*}
\mathbf{E} \sup _{s \leq t \leq T}\left|X_{t}^{z, s}\right|^{p} \leq \tilde{C}_{T, K, p}\left(1+|z|^{p}\right) \quad \text { for all } z, s \tag{20}
\end{equation*}
$$

In the above, $\tilde{C}_{T, K, p}<\infty$ is a constant that does not depend on $z, \bar{z}, s$.

We now apply the mean-value theorem to write

$$
\begin{aligned}
X_{t}^{\bar{z}, s}-X_{t}^{z, s}= & \bar{z}-z+\int_{s}^{t}\left(\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} v} b\left(X_{\tau}^{z, s}+v\left(X_{\tau}^{\bar{z}, s}-X_{\tau}^{z, s}\right), \tau\right) \mathrm{d} v\right) \mathrm{d} \tau \\
& +\sum_{i=1}^{m} \int_{s}^{t}\left(\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} v} \sigma_{i}\left(X_{\tau}^{z, s}+v\left(X_{\tau}^{\bar{z}, s}-X_{\tau}^{z, s}\right), \tau\right) \mathrm{d} v\right) \mathrm{d} W_{\tau}^{i} \\
= & \bar{z}-z+\int_{s}^{t}\left(\int_{0}^{1} \frac{\partial b}{\partial x}\left(X_{\tau}^{z, s}+v\left(X_{\tau}^{\bar{z}, s}-X_{\tau}^{z, s}\right), \tau\right) \mathrm{d} v\right)\left(X_{\tau}^{\bar{z}, s}-X_{\tau}^{z, s}\right) \mathrm{d} \tau \\
& +\sum_{i=1}^{m} \int_{s}^{t}\left(\int_{0}^{1} \frac{\partial \sigma_{i}}{\partial x}\left(X_{\tau}^{z, s}+v\left(X_{\tau}^{\bar{z}, s}-X_{\tau}^{z, s}\right), \tau\right) \mathrm{d} v\right)\left(X_{\tau}^{\bar{z}, s}-X_{\tau}^{z, s}\right) \mathrm{d} W_{\tau}^{i}
\end{aligned}
$$

Let $A$ be an arbitrary compact subset of $\mathbb{R}^{n}$. Then, with the help of eq. (16), eq. (19), eq. (20), and (R2), similar reasoning as the one used for proving eq. (10) shows that the inequality

$$
\begin{equation*}
\mathbf{E} \sup _{s \leq t \leq T}\left|X_{t}^{\bar{z}, s}-X_{t}^{z, s}-\Psi_{t}^{z, s}(\bar{z}-z)\right|^{p}=O\left(|\bar{z}-z|^{2 p}\right) \tag{21}
\end{equation*}
$$

holds uniformly on $A \times[0, T]$. Next, let

$$
\xi(z, s):=\int_{s}^{T} \frac{\partial f}{\partial x}\left(X_{t}^{z, s}, t\right) \Psi_{t}^{z, s} \mathrm{~d} t+\frac{\partial g}{\partial x}\left(X_{T}^{z, s}\right) \Psi_{T}^{z, s}
$$

Then, using the mean-value theorem again, we have

$$
\begin{aligned}
& \mathbf{E}\left|H\left(s, \bar{z}, X^{\bar{z}, s}\right)-H\left(s, z, X^{z, s}\right)-\xi(z, s)(\bar{z}-z)\right|^{p} \\
& \leq 2^{p-1}\left(\mathbf{E} \left\lvert\, \int_{s}^{T}\left(\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} v} f\left(X_{t}^{z, s}+v\left(X_{t}^{\bar{z}, s}-X_{t}^{z, s}\right), t\right) \mathrm{d} v\right)\left(X_{t}^{\bar{z}, s}-X_{t}^{z, s}\right) \mathrm{d} t\right.\right. \\
& \\
& \quad-\left.\int_{s}^{T} \frac{\partial f}{\partial x}\left(X_{t}^{z, s}, t\right) \Psi_{t}^{z, s} \mathrm{~d} t\right|^{p} \\
& \left.\quad+\mathbf{E}\left|\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} v} g\left(X_{T}^{z, s}+v\left(X_{T}^{\bar{z}, s}-X_{T}^{z, s}\right)\right) \mathrm{d} v-\frac{\partial g}{\partial x}\left(X_{T}^{z, s}\right) \Psi_{T}^{z, s}\right|^{p}\right)
\end{aligned}
$$

Using Hölder's inequality, (H1), (H2), and eqs. (19) to (21),

$$
\begin{array}{r}
\mathbf{E} \left\lvert\, \int_{s}^{T}\left(\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} v} f\left(X_{t}^{z, s}+v\left(X_{t}^{\bar{z}, s}-X_{t}^{z, s}\right), t\right) \mathrm{d} v\right)\left(X_{t}^{\bar{z}, s}-X_{t}^{z, s}\right) \mathrm{d} t\right. \\
-\left.\int_{s}^{T} \frac{\partial f}{\partial x}\left(X_{t}^{z, s}, t\right) \Psi_{t}^{z, s} \mathrm{~d} t\right|^{p}=O\left(|\bar{z}-z|^{2 p}\right)
\end{array}
$$

and

$$
\mathbf{E}\left|\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} v} g\left(X_{T}^{z, s}+v\left(X_{T}^{\bar{z}, s}-X_{T}^{z, s}\right)\right) \mathrm{d} v-\frac{\partial g}{\partial x}\left(X_{T}^{z, s}\right) \Psi_{T}^{z, s}\right|^{p}=O\left(|\bar{z}-z|^{2 p}\right),
$$

both holding uniformly on $A \times[0, T]$. Consequently,

$$
\mathbf{E}\left|H\left(s, \bar{z}, X^{\bar{z}, s}\right)-H\left(s, z, X^{z, s}\right)-\xi(z, s)(\bar{z}-z)\right|^{p}=O\left(|\bar{z}-z|^{2 p}\right) .
$$

Thus, using the chain rule, (H1), and (H2), we conclude that

$$
\mathbf{E}|\Theta(\bar{z}, s)-\Theta(z, s)-\xi(z, s) \Theta(z, s)(\bar{z}-z)|^{p}=o\left(|\bar{z}-z|^{p}\right)
$$

holds uniformly on $A \times[0, T]$, where

$$
\Theta(z, s):=\exp \left(-H\left(s, z, X^{z, s}\right)\right) .
$$

This shows that $\frac{\partial}{\partial z} \rho(z, s)=\mathbf{E} \xi(z, s) \Theta(z, s)$, where $\rho(z, s):=\mathbf{E} \Theta(z, s)$. Since

$$
\inf _{z \in A} \inf _{s \in[0, T]} \rho(z, s) \geq \inf _{z \in A} \inf _{s \in[0, T]} \exp \mathbf{E} \log \Theta(z, s)>0,
$$

we arrive at the following stochastic representation of $u_{*}(\cdot, \cdot)$ :

$$
u_{*}(z, s)=\frac{\mathbf{E} \xi(z, s) \Theta(z, s)}{\mathbf{E} \Theta(z, s)}
$$

Analysis in a special case Next, just as in [23], we consider the special case when $b, f, g$ are bounded and there exists a constant $c>0$, such that

$$
\begin{equation*}
z^{\top} a(\tilde{z}, t) z \geq c|z|^{2}, \quad \forall z, \tilde{z} \in \mathbb{R}^{n}, t \in[0, T] . \tag{22}
\end{equation*}
$$

Then, by the Feynman-Kac formula [18], $\rho$ is a $C^{2,1}$ solution of the PDE

$$
\frac{\partial}{\partial t} \rho(z, t)+\mathcal{L} \rho(z, t)-f(z, t) \rho(z, t)=0 \text { on } \mathbb{R}^{n} \times[0, T], \quad \rho(z, T)=\exp (-g(z))
$$

where

$$
\mathcal{L}=\sum_{i} b_{i} \frac{\partial}{\partial z_{i}}+\frac{1}{2} \sum_{i, j} a_{i j} \frac{\partial^{2}}{\partial z_{i} \partial z_{j}}
$$

is the generator of the reference process eq. (6). The function $v=-\log \rho$ satisfies the nonlinear PDE

$$
\begin{equation*}
\frac{\partial}{\partial t} v(z, t)+\mathcal{L} v(z, t)+f(z, t)=\frac{1}{2} \frac{\partial v}{\partial z}(z, t) a(z, t)\left(\frac{\partial v}{\partial z}(z, t)\right)^{\top} \tag{23}
\end{equation*}
$$

on $\mathbb{R}^{n} \times[0, T]$, subject to the terminal condition $v(z, T)=g(z)$. The quantity on the right-hand side of eq. (23) arises from the identity

$$
\min _{u \in \mathbb{R}^{n}}\left\{u^{\top} a(z, t)\left(\frac{\partial v}{\partial z}(z, t)\right)^{\top}+u^{\top} a(z, t) u\right\}=-\frac{1}{2} \frac{\partial v}{\partial z}(z, t) a(z, t)\left(\frac{\partial v}{\partial z}(z, t)\right)^{\top},
$$

where, since $a(z, t)$ is positive definite by (22), the minimum is achieved uniquely by $u_{*}(z, t)=-\left(\frac{\partial v}{\partial z}(z, t)\right)^{\top}$; this observation allows us to interpret eq. (23) as the Hamilton-Jacobi-Bellman PDE for the optimal stochastic control problem of minimizing the expected cost in eq. (13) and $v$ as the corresponding value function [9].

Now, it follows from eqs. (17) and (18) and from the boundedness of $f, g$, and their derivatives that $u_{*}$ is also bounded, so (U2) is satisfied by Novikov's theorem [18]. Thus, $u_{*}$ is an admissible control. Therefore, by Girsanov's theorem,

$$
W_{t}^{*}=W_{t}-\int_{0}^{t} \sigma^{\top} u_{*}\left(X_{s}^{z, 0}, s\right) \mathrm{d} s
$$

is a standard Brownian motion under the probability measure $P^{*} \equiv P^{u_{*}}$, given by

$$
\frac{\mathrm{d} P^{u_{*}}}{\mathrm{~d} P^{z}}=Z^{u_{*}} .
$$

Consequently, applying Itô's rule and eq. (23), we have

$$
\begin{aligned}
g\left(X_{T}^{z, 0}\right) & =v(z, 0)-\int_{0}^{T}\left(f\left(X_{t}^{z, 0}, t\right)-\frac{1}{2}\left|\sigma^{\top} u_{*}\left(X_{t}^{z, 0}, t\right)\right|^{2}\right) \mathrm{d} t-\int_{0}^{T} u_{*}^{\top} \sigma\left(X_{t}^{z, 0}, t\right) \mathrm{d} W_{t} \\
& =v(z, 0)-\int_{0}^{T}\left(f\left(X_{t}^{z, 0}, t\right)+\frac{1}{2}\left|\sigma^{\top} u_{*}\left(X_{t}^{z, 0}, t\right)\right|^{2}\right) \mathrm{d} t-\int_{0}^{T} u_{*}^{\top} \sigma\left(X_{t}^{z, 0}, t\right) \mathrm{d} W_{t}^{*} .
\end{aligned}
$$

Now, since $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), P^{*}, X^{z, 0}, W^{*}\right)$ is a weak solution of eq. (10) and since $f, g$, and $u_{*}$ are bounded, we can take expectations w.r.t. $P^{*}$ to get

$$
\begin{aligned}
v(z, 0) & =\mathbf{E}^{*}\left[\int_{0}^{T}\left(f\left(X_{t}^{z, 0}, t\right)+\frac{1}{2}\left|\sigma^{\top} u_{*}\left(X_{t}^{z, 0}, t\right)\right|^{2}\right) \mathrm{d} t+g\left(X_{T}^{z, 0}\right)\right] \\
& =J\left(u_{*}, z\right)
\end{aligned}
$$

Since $v(z, 0)$ is the equilibrium free energy of $P^{z}$ corresponding to the Hamiltonian function $H(\cdot)=$ $H(0, z, \cdot)$ defined in eq. (7), we have proved eq. (15). Since $P^{*}$ is the unique minimizer of the free energy $F(\cdot)$ w.r.t. $P^{z}$, it follows that

$$
Z^{u_{*}}=\frac{\Theta(z, 0)}{\rho(z, 0)}
$$

almost surely.
Approximation Finally, we remove the additional restrictions on $b, \sigma, f$, and $g$ and show that this general setting can be reduced to the above special case using an approximation argument. Following [23], for any $N=1,2, \ldots$ let

$$
\begin{aligned}
& b_{N}(z, t):=b(z, t) \exp \left(-|z|^{2} / N\right), \\
& f_{N}(z, t):=f(z, t) \exp \left(-|z|^{2} / N\right), \\
& g_{N}(z, t):=g(z, t) \exp \left(-|z|^{2} / N\right), \\
& \sigma_{N}(z, t):=\left[\begin{array}{lll}
\sigma(z, t) & N^{-1} I_{n}
\end{array}\right] \quad(\text { an } n \times(m+n) \text { matrix }) .
\end{aligned}
$$

It follows from (R1), (R2), (H1), (H2) that

$$
\begin{aligned}
& \sup _{z \in \mathbb{R}^{n}} \sup _{0 \leq t \leq T}\left|b_{N}(z, t)\right| \\
& \quad \leq \sup _{z \in \mathbb{R}^{n}} \sup _{0 \leq t \leq T}|b(z, t)-b(0, t)| e^{-|z|^{2} / N}+\sup _{z \in \mathbb{R}^{n}} \sup _{0 \leq t \leq T}|b(0, t)| e^{-|z|^{2} / N} \\
& \quad \leq K \sup _{z \in \mathbb{R}^{n}}\left(|z| e^{-|z|^{2} / N}+1\right)<\infty
\end{aligned}
$$

and

$$
\begin{aligned}
\sup _{z \in \mathbb{R}^{n}} \sup _{0 \leq t \leq T}\left|f_{N}(z, t)\right| & \leq \sup _{z \in \mathbb{R}^{n}} \sup _{0 \leq t \leq T}|f(z, t)| e^{-|z|^{2} / N} \\
& \leq \sup _{z \in \mathbb{R}^{n}} C(1+|z|)^{2} e^{-|z|^{2} / N}<\infty
\end{aligned}
$$

for all $z \in \mathbb{R}^{n}$, and similarly

$$
\sup _{z \in \mathbb{R}^{n}}\left|g_{N}(z)\right|<\infty .
$$

Thus, $b_{N}, f_{N}, g_{N}$ are bounded and $\sigma_{N}$ satisfies the uniform ellipticity condition (22) with $a_{N}(z, t)=$ $\sigma_{N}(z, t) \sigma_{N}(z, t)^{\top}$. Moreover, $b_{N}, \sigma_{N}$ satisfy (R2), $f_{N}, g_{N}$ satisfy (H1), (H2) all uniformly in $N$, and $b_{N}, \sigma_{N}, f_{N}, g_{N}$ and $\frac{\partial b_{N}}{\partial z}, \frac{\partial \sigma_{N}}{\partial z}, \frac{\partial f_{N}}{\partial z}, \frac{\partial g_{N}}{\partial z}$ converge to $b,[\sigma, 0], f, g$ and to $\frac{\partial b}{\partial z},\left[\frac{\partial \sigma}{\partial z}, 0\right], \frac{\partial f}{\partial z}, \frac{\partial g}{\partial z}$ respectively, uniformly on compacts. Following [23], we will attach a subscript or a superscript $N$ to various processes and random variables defined using $b_{N}, \sigma_{N}, f_{N}, g_{N}$ instead of $b, \sigma, f, g$, and with $W_{t}$ replaced with an $(m+n)$-dimensional Brownian motion $\left(W_{t}, B_{t}\right)$. In particular, for each $N$, we have the processes

$$
X_{t}^{N, z, s}=z+\int_{s}^{t} b_{N}\left(X_{r}^{N, z, s}, r\right) \mathrm{d} r+\int_{s}^{t} \sigma\left(X_{r}^{N, z, s}, r\right) \mathrm{d} W_{r}+N^{-1}\left(B_{t}-B_{s}\right), s \leq t \leq T
$$

for all $z \in \mathbb{R}^{n}$ and $0 \leq s \leq T$. Owing to the properties of $b_{N}, \sigma_{N}, f_{N}, g_{N}$, the corresponding optimal controls $u_{* N}(\cdot, \cdot)$ satisfy (U1) and (U2). Moreover, the same arguments as the ones used in [23] show that, for any bounded set $A \subset \mathbb{R}^{n}$,

$$
u_{* N}(z, t) \rightarrow u_{*}(z, t) \quad \text { as } N \rightarrow \infty
$$

uniformly on $A \times[0, T]$ and

$$
Z_{N}^{u_{* N}}=\frac{\Theta_{N}(z, 0)}{\rho_{N}(z, 0)} \rightarrow \frac{\Theta(z, 0)}{\rho(z, 0)}=Z^{u_{*}}, \quad \text { in probability. }
$$

Thus, $u_{*}$ satisfies (U1) and (U2). This proves (15) in the general case.
We now turn to the case when the initial condition is random. To that end, consider the controlled process

$$
\begin{align*}
& \tilde{X}_{t}=\tilde{X}_{0}+\int_{0}^{t}\left(b\left(\tilde{X}_{s}, s\right)+a\left(\tilde{X}_{s}, s\right) u\left(\tilde{X}_{s}, s\right)\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(\tilde{X}_{s}, s\right) \mathrm{d} \tilde{W}_{s}  \tag{24}\\
& \tilde{X}_{0} \sim \tilde{\mu}
\end{align*}
$$

for $0 \leq t \leq T$. We thus find ourselves in the situation described at the end of Section 2 involving minimization over both the admissible controls $u$ and the initial condition $\tilde{\mu}$, possibly subject to additional constraints on $\tilde{\mu}$. Let $\tilde{P}$ denote the distribution of $\tilde{X}$ for a given pair $(\tilde{\mu}, u)$. Then, specializing the decomposition (5) to the present setting, we can write

$$
F(\tilde{P})=D(\tilde{\mu} \| \mu)+\langle J(u, \cdot), \tilde{\mu}\rangle,
$$

which is minimized by the choice of $u=u_{*}$ and of $\tilde{\mu}$ as any minimizer of the functional

$$
\tilde{\mu} \mapsto D(\tilde{\mu} \| \mu)+\left\langle J\left(u_{*}, \cdot\right), \tilde{\mu}\right\rangle
$$

subject to the given constraint $\tilde{\mu} \in \mathcal{C}$. We will primarily consider the setting when (R1) holds for every element of $\mathcal{C}$ for some constant $c>0$.

## 5 Consequences

In this section, we will examine several problems pertaining to diffusion processes through the controltheoretic lens of Theorem 1.

### 5.1 Feynman-Kac averages

Due to the structure of the Hamiltonian function $H$ in (7), the Gibbs measures $P^{*, z}$ in (12) are of the Feynman-Kac type [20]. Thus, the problem of generating samples from $P^{*, z}$ is synonymous with the problem of computing (or estimating) Feynman-Kac averages of the form

$$
\begin{equation*}
\left\langle F, P^{*, z}\right\rangle=\frac{1}{\int_{\mathrm{X}} \exp (-H) \mathrm{d} P^{z}} \int_{\mathrm{X}} F \exp (-H) \mathrm{d} P^{z} \tag{25}
\end{equation*}
$$

for bounded measurable functions $F: \mathrm{X} \rightarrow \mathbb{R}$ on the path space $\mathrm{X}=C\left([0, T] ; \mathbb{R}^{n}\right)$, provided we have a mechanism for generating random paths under the reference measure $P^{z}$. In some special cases, a sampling procedure can be built based on the 'killing' interpretation of Feynman-Kac averages [16]: If $f$ is everywhere positive and $g \equiv 0$, then we can think of a particle following a path in the $P^{z}$-ensemble that gets 'killed' at a point $(x, t)$ and in time interval $[t, t+\mathrm{d} t]$ with probability $f(x, t) \mathrm{d} t$. Then the average of $F$ over the paths that have 'survived' at time $T$ is exactly the Feynman-Kac average (25). This procedure amounts to a reweighting of sample paths generated according to the reference measure.

To the best of the author's knowledge, the first explicit construction of an alternative sampling method relying, instead of killing, on the addition of a drift to the reference process was given by Ezawa, Klauder, and Shepp [8] in the special case when the reference process is an $n$-dimensional Brownian motion starting at $z$ at $t=0$ and when $g \equiv 0$ in (7). In fact, the drift constructed in [8] is exactly the optimal control $u_{*}$ defined in (14), where the function $\rho=\exp (-v)$ is given as a solution of a certain (linear) PDE. Following the ideas of Fleming [10], we can view this linear PDE as related to Hamilton-Jacobi-Bellman PDE (23) for the value function $v$ via the logarithmic (or Cole-Hopf) transformation $v=-\log \rho$. No such controltheoretic interpretation was given in the original paper [8], although it was pointed out in later works by other authors [13, 27].

### 5.2 Reciprocal Markov processes and the Schrödinger bridge

Let two Borel probability measures $\mu, \mu^{\prime}$ on $\mathbb{R}^{n}$ be given. Consider the controlled process (24) with $\tilde{X}_{0} \sim \mu$. We wish to find an admissible drift $u \in \mathrm{U}$ such that the 'energy'

$$
\frac{1}{2} \tilde{\mathbf{E}} \int_{0}^{T} \frac{1}{2}\left|\sigma^{\top} u\left(\tilde{X}_{t}, t\right)\right|^{2} \mathrm{~d} t
$$

is minimized subject to the constraint $\tilde{X}_{T} \sim \mu^{\prime}$. This problem, going back to the work of Schr̈odinger and Bernstein on so-called reciprocal Markov processes, is now commonly referred to as the Schrödinger bridge problem [12]. A control-theoretic treatment was given by Dai Pra [5]. Here, we revisit it from the free energy minimization perspective and, in particular, explicitly identify the corresponding Gibbs measure on the path space.

We assume that, in addition to (R1) and (R2), the uniform ellipticity condition (22) holds, so that the reference process (6) is nondegenerate, as in [5]. This ensures the existence of everywhere positive transition densities $p(z, y ; s, t)$ for $0 \leq s \leq t \leq T$ and $z, y \in \mathbb{R}^{n}$, so that

$$
\mathbf{E} h\left(X_{t}^{z, s}\right)=\int_{\mathbb{R}^{n}} h(y) p(z, y ; s, t) \mathrm{d} y
$$

for all bounded, measurable $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$. We will denote by $\tilde{\mu}^{\prime}$ the probability law of $X_{T}$ under the reference process (6) when $X_{0} \sim \mu$, i.e.,

$$
\tilde{\mu}^{\prime}(A)=\int_{A}\left(\int_{\mathbb{R}^{n}} p(z, y ; 0, T) \mu(\mathrm{d} z)\right) \mathrm{d} y
$$

for any Borel set $A \subseteq \mathbb{R}^{n}$; in particular, $\tilde{\mu}^{\prime}$ has a density with respect to the Lebesgue measure. We assume henceforth that $\mu^{\prime}$ is absolutely continuous w.r.t. $\tilde{\mu}^{\prime}$.

Following [5], we will make essential use of the following key structural result of Beurling [4] and Jamison [17]: Given $\mu, \mu^{\prime}$, and $p$, there exist two unique $\sigma$-finite Borel measures $\nu$ and $\nu^{\prime}$ on $\mathbb{R}^{n}$, such that the measure

$$
\begin{equation*}
\pi(E):=\int_{E} p(z, y ; 0, T) \nu(\mathrm{d} z) \nu^{\prime}(\mathrm{d} y), \quad E \in \mathcal{B}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right) \tag{26}
\end{equation*}
$$

has marginals $\mu$ and $\mu^{\prime}$, i.e.,

$$
\begin{equation*}
\pi\left(\cdot \times \mathbb{R}^{n}\right)=\mu(\cdot), \quad \pi\left(\mathbb{R}^{n} \times \cdot\right)=\mu^{\prime}(\cdot) ; \tag{27}
\end{equation*}
$$

moreover, $\mu \sim \nu$ and $\mu^{\prime} \sim \nu^{\prime}$, where $\sim$ indicates equivalence (mutual absolute continuity) of measures. Since $\tilde{\mu}^{\prime}$ has a density w.r.t. the Lebesgue measure, so does $\nu^{\prime}$. Denoting the latter density by $q$, let us define

$$
\rho(z, t):=\mathbf{E}\left[q\left(X_{T}^{z, t}\right)\right]=\int_{\mathbb{R}^{n}} p(z, y ; t, T) q(y) \mathrm{d} y, \quad \text { for all }(z, t) \in \mathbb{R}^{n} \times[0, T] .
$$

Then $\rho(z, T)=q(z)$, and it follows from (26) and (27) that

$$
\rho(z, 0)=\int_{\mathbb{R}^{n}} p(z, y ; 0, T) q(y) \mathrm{d} y=\int_{\mathbb{R}^{n}} p(z, y ; 0, T) \nu^{\prime}(\mathrm{d} y)=\frac{\mathrm{d} \mu}{\mathrm{~d} \nu}(z) .
$$

For a nonrandom initial condition $\tilde{X}_{0}=z$, consider the Gibbs measure $P^{*, z}$ with

$$
\frac{\mathrm{d} P^{*, z}}{\mathrm{~d} P^{z}}=\frac{q\left(X_{T}^{z}\right)}{\rho(z, 0)}=\frac{\exp \left(-H\left(X^{z}\right)\right)}{\mathbf{E}_{P^{z}} \exp \left(-H\left(X^{z}\right)\right)}
$$

corresponding to the Hamiltonian $H\left(X^{z}\right)=-\log q\left(X_{T}^{z}\right)$, i.e., we take $f \equiv 0$ and $g=-\log q$ in (7). Assuming $g$ is such that (H1) and (H2) are satisfied, Theorem 1 tells us that we can obtain samples from $P^{*, z}$ using the admissible control

$$
u_{*}(x, t)=-\left(\frac{\partial v}{\partial x}(x, t)\right)^{\top}
$$

with $v(x, t)=-\log \rho(x, t)$; the same control also yields the optimal solution for the random initial condition $\mu$, and in that case the law of the corresponding controlled process $\left(\tilde{X}_{t}^{*} ; 0 \leq t \leq T\right)$ is given by the Gibbs mixture

$$
\begin{equation*}
P^{*, \mu}=\int_{\mathbb{R}^{n}} \mu(\mathrm{~d} z) P^{*, z} \tag{28}
\end{equation*}
$$

(cf. the discussion following the proof of Theorem 1). It is readily verified that $\tilde{X}_{T}^{*}$ has the prescribed law $\mu^{\prime}:$ For any bounded and measurable $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we have

$$
\begin{aligned}
\mathbf{E} h\left(\tilde{X}_{T}^{*}\right) & =\int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} h(y) p(z, y ; 0, T) \frac{q(y)}{\rho(z, 0)} \mu(\mathrm{d} z) \mathrm{d} y \\
& =\int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} h(y) p(z, y ; 0, T) \nu(\mathrm{d} z) \nu^{\prime}(\mathrm{d} y) \\
& =\int_{\mathbb{R}^{n}} h(y) \mu^{\prime}(\mathrm{d} y) .
\end{aligned}
$$

The corresponding free energies (or minimum expected costs) can be computed as follows. First, for the nonrandom initial condition $\tilde{X}_{0}=z$, we have

$$
\begin{aligned}
F\left(z, P^{*, z}\right) & =\frac{1}{2} \mathbf{E} \int_{0}^{T}\left|\sigma^{\top} u_{*}\left(\tilde{X}_{t}^{*, z}, t\right)\right|^{2} \mathrm{~d} t-\mathbf{E}\left[\log q\left(\tilde{X}_{T}^{*, z}\right)\right] \\
& =-\log \rho(z, 0) \\
& =-\log \frac{\mathrm{d} \mu}{\mathrm{~d} \nu}(z)
\end{aligned}
$$

then, under (28),

$$
\begin{aligned}
F\left(P^{*, \mu}\right) & =\int_{\mathbb{R}^{n}} F\left(z, P^{*, z}\right) \mu(\mathrm{d} z) \\
& =-\int_{\mathbb{R}^{n}} \mu(\mathrm{~d} z) \log \frac{\mathrm{d} \mu}{\mathrm{~d} \nu}(z) \\
& =-D(\mu \| \nu)
\end{aligned}
$$

where in the last line we have extended the definition (1) of the relative entropy $D(\cdot \| \cdot)$ to any pair of $\sigma$-finite Borel measures (recall that $\mu \sim \nu$ ). Using these, we can recover the following expression for the 'minimum control effort' from [5]:

$$
\begin{aligned}
\frac{1}{2} \mathbf{E} \int_{0}^{T}\left|\sigma^{\top} u_{*}\left(\tilde{X}_{t}^{*}\right)\right|^{2} \mathrm{~d} t & =\mathbf{E}\left[\log q\left(X_{T}^{*}\right)\right]+F\left(P^{*, \mu}\right) \\
& =D\left(\mu^{\prime} \| \tilde{\nu}^{\prime}\right)-D(\mu \| \nu)
\end{aligned}
$$

where

$$
\tilde{\nu}^{\prime}(A):=\int_{A}\left(\int_{\mathbb{R}^{n}} p(z, y ; 0, T) \nu(\mathrm{d} z)\right) \mathrm{d} y
$$

In general, the determination of the Beurling-Jamison measures $\nu$ and $\nu^{\prime}$ in (26) and (27) is not straightforward, and can be done using a forward-backward successive approximation scheme going back to the seminal work of Fortet, cf. [7] and references therein. However, an explicit solution can be given when $\mu=\delta_{0}$ (the Dirac measure at $z=0$ ) and when the reference process is a standard $n$-dimensional Brownian motion $\left(W_{t} ; 0 \leq t \leq T\right)$ [12]. In that case, $\tilde{\mu}^{\prime}$ is the Gaussian measure $\gamma_{T}$ with mean 0 and covariance matrix $T I_{n}, \nu=\mu=\delta_{0}$, and $q=\frac{\mathrm{d} \mu^{\prime}}{\mathrm{d} \gamma_{T}}$. The value function is then given by

$$
v(x, t)=-\log \mathbf{E}\left[q\left(x+W_{T}-W_{t}\right)\right]
$$

and the optimal control $u_{*}(x, t)=-\left(\frac{\partial v}{\partial x}(x, t)\right)^{\top}$ (the so-called Föllmer drift) attains the minimum energy

$$
\frac{1}{2} \mathbf{E} \int_{0}^{T}\left|u_{*}\left(\tilde{X}_{t}^{*}\right)\right|^{2} \mathrm{~d} t=D\left(\mu^{\prime} \| \gamma_{T}\right)
$$

### 5.3 Time reversal of diffusions

A problem closely related to the Schrödinger bridge is the following [1, 14]: Consider an $n$-dimensional diffusion process

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}, s\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(X_{s}, s\right) \mathrm{d} W_{s}, \quad 0 \leq t \leq T \tag{29}
\end{equation*}
$$

(where, as before, $W_{t}$ is an $m$-dimensional standard Brownian motion) and define its time reversal $\bar{X}_{t}:=$ $X_{T-t}$ for $0 \leq t \leq T$. The question is to determine whether $\bar{X}_{t}$ is itself a diffusion process, so that it can be expressed as

$$
\begin{equation*}
\bar{X}_{t}=\bar{X}_{0}+\int_{0}^{t} \bar{b}\left(\bar{X}_{s}, s\right) \mathrm{d} s+\int_{0}^{t} \bar{\sigma}\left(\bar{X}_{s}, s\right) \mathrm{d} \bar{W}_{s} \tag{30}
\end{equation*}
$$

for some $\bar{b}, \bar{\sigma}$ and for some $m$-dimensional Brownian motion $\bar{W}$. In [14], Haussmann and Pardoux gave a solution of this problem under the following assumptions:
(S1) there exists a constant $K$, such that $b$ and $\sigma$ satisfy

$$
\begin{aligned}
& |b(x, t)-b(\bar{x}, t)|+|\sigma(x, t)-\sigma(\bar{x}, t)| \leq K|x-\bar{x}|, \\
& |b(x, t)|+|\sigma(x, t)| \leq K(1+|x|)
\end{aligned}
$$

for all $x, \bar{x} \in \mathbb{R}^{n}$ and all $0 \leq t \leq T$;
(S2) for almost all $t>0, X_{t}$ has a density $p(x, t)$ satisfying a local integrability condition: For all $0<$ $t_{0}<T$,

$$
\int_{t_{0}}^{T} \int_{A}\left(|p(x, t)|^{2}+\left|\partial_{x} p(x, t) \sigma(x, t)^{\top}\right|^{2}\right) \mathrm{d} x \mathrm{~d} t<\infty
$$

for all bounded open sets $A \subset \mathbb{R}^{n}$, where

$$
\partial_{x} p(x, t)=\left(\partial_{x_{1}} p(x, t), \ldots, \partial_{x_{n}} p(x, t)\right)
$$

denotes the weak (distributional) derivative of $p(x, t)$ w.r.t. $x$.
Here, (S1) ensures that (29) has a unique strong solution, while (S2) guarantees the existence of weak solutions of the forward and backward Kolmogorov equations for (29). Then there exists an $m$-dimensional Brownian motion process $\bar{W}$, such that (30) holds with

$$
\begin{align*}
& \bar{b}_{i}(x, t)=-b_{i}(x, T-t)+p(x, T-t)^{-1} \sum_{j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{i j}(x, T-t) p(x, T-t)\right),  \tag{31}\\
& \bar{\sigma}_{i k}(x, t)=\sigma_{i k}(x, T-t), \quad \bar{a}_{i j}(x, t)=a_{i j}(x, T-t)
\end{align*}
$$

for $i, j=1, \ldots, n$ and $k=1, \ldots, m$. As in [14], we adopt the convention that the term involving $p(x, T-$ $t)^{-1}$ is set to zero if $p(x, T-t)=0$. We now derive the result of [14] as a consequence of Theorem 1 .

To that end, we first rewrite the drift $\bar{b}$ in (31) as

$$
\begin{equation*}
\bar{b}(x, t)=\hat{b}(x, t)+\bar{a}(x, t)\left(\frac{\partial}{\partial x} \log \bar{p}(x, t)\right)^{\top} \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{b}_{i}(x, t):=-b_{i}(x, T-t)+\sum_{j=1}^{n} \frac{\partial}{\partial x_{j}} \bar{a}_{i j}(x, t), \quad i=1, \ldots, n \tag{33}
\end{equation*}
$$

and $\bar{p}(x, t):=p(x, T-t)$. Let $P$ denote the probability law of the process

$$
\begin{equation*}
\hat{X}_{t}=\hat{X}_{0}+\int_{0}^{t} \hat{b}\left(\hat{X}_{s}, s\right) \mathrm{d} s+\int_{0}^{t} \bar{\sigma}\left(\hat{X}_{s}, s\right) \mathrm{d} \bar{W}_{s}, \quad 0 \leq t \leq T \tag{34}
\end{equation*}
$$

with $\hat{X}_{0}$ having density $\bar{p}(\cdot, 0) \equiv p(\cdot, T)$. This will be our reference process. The processes $\left\{\hat{X}_{t}^{z, s}: s \leq t \leq\right.$ $T\}$ for $z \in \mathbb{R}^{n}$ and $0 \leq s \leq T$ are defined in the same way as before, and $P^{z}$ will denote the probability law
of $\hat{X}^{z, 0}$. We will next show that the second term on the right-hand side of (32) arises as an optimal control for an appropriately defined Hamiltonian, the controlled process now taking the form

$$
\begin{equation*}
\tilde{X}_{t}=\tilde{X}_{0}+\int_{0}^{t}\left(\hat{b}\left(\tilde{X}_{s}, s\right)+\bar{a}\left(\tilde{X}_{s}, s\right) u\left(\tilde{X}_{s}, s\right)\right) \mathrm{d} s+\int_{0}^{t} \bar{\sigma}\left(\tilde{X}_{s}, s\right) \mathrm{d} \tilde{W}_{s} \tag{35}
\end{equation*}
$$

with random initialization $\tilde{X}_{0}$ having density $\bar{p}(\cdot, 0)$.
The following technical conditions will suffice for our purposes:
(T1) $X_{0}$ in (29) has a positive density $p(\cdot, 0)$ such that $x \mapsto-\log p(x, 0)$ is Lipschitz-continuous and such that the inequality

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \exp \left(c|z|^{2}\right) p(z, 0) \mathrm{d} z<\infty \tag{36}
\end{equation*}
$$

holds with some $c>0$;
(T2) $b(x, t)$ in (29) is three times continuously differentiable in $x$ for all $0 \leq t \leq T$, with bounded first, second, and third derivatives, uniformly in $t$;
(T3) $\sigma(x, t)$ in (29) is bounded, satisfies the uniform ellipticity condition eq. (22), and is four times continuously differentiable in $x$ for all $0 \leq t \leq T$, with bounded first, second, third, and fourth derivatives, uniformly in $t$;

Under these conditions, the density $p(0, T)$ also satisfies eq. (36) [14, Thm. 3.1], (R2) holds for $\hat{b}$ and $\bar{\sigma}$, and (H1)-(H2) hold for the Hamiltonian

$$
H(\hat{X})=\int_{0}^{T} f\left(\hat{X}_{t}, t\right) \mathrm{d} t+g\left(\hat{X}_{T}\right)
$$

with

$$
\begin{equation*}
f(x, t):=\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} \hat{b}_{i}(x, t), \quad g(x):=-\log p(x, 0) . \tag{37}
\end{equation*}
$$

Moreover, the density $p(x, t)$ of $X_{t}$ in (29) is a classical solution of the forward Kolmogorov equation

$$
\frac{\partial}{\partial t} p(x, t)=-\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(b_{i}(x, t) p(x, t)\right)+\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\left(a_{i j}(x, t) p(x, t)\right)
$$

for $(x, t) \in \mathbb{R}^{n} \times[0, T]$ (see, e.g., [25]). It is then readily verified that the time-reversed density $\bar{p}(x, t)$ is a solution of the Cauchy problem

$$
\frac{\partial}{\partial t} \bar{p}(x, t)+\hat{\mathcal{L}} \bar{p}(x, t)-f(x, t) \bar{p}(x, t)=0 \text { on } \mathbb{R}^{n} \times[0, T], \quad \bar{p}(x, T)=p(x, 0)
$$

where

$$
\hat{\mathcal{L}}=\sum_{i} \hat{b}_{i}(\cdot, t) \frac{\partial}{\partial x_{i}}+\frac{1}{2} \sum_{i, j} \bar{a}_{i j}(\cdot, t) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}
$$

is the generator of the reference process (34). Since $f$ and $p(\cdot, 0)$ are bounded and by virtue of the assumptions on $b$ and $\sigma$, the Feynman-Kac formula gives the following expression for $v(x, t):=-\log \bar{p}(x, t)$ :

$$
v(x, t)=-\log \mathbf{E} \exp \left(-H\left(t, x, \hat{X}^{x, t}\right)\right),
$$

where, analogously to (8), we have defined

$$
H\left(t, x, \hat{X}^{x, t}\right):=\int_{t}^{T} f\left(\hat{X}_{s}^{x, t}, s\right) \mathrm{d} s+g\left(\hat{X}_{T}^{x, t}\right)
$$

with $f$ and $g$ given in (37). Theorem 1 then says that

$$
u_{*}(x, t)=-\left(\frac{\partial v}{\partial x}(x, t)\right)^{\top}=\left(\frac{\partial}{\partial x} \log \bar{p}(x, t)\right)^{\top}
$$

minimizes the expected cost

$$
J(u, z)=\tilde{\mathbf{E}}\left[\int_{0}^{T}\left(\frac{1}{2}\left|\bar{\sigma}^{\top} u\left(\tilde{X}_{t}, t\right)\right|^{2}+\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} \hat{b}_{i}\left(\tilde{X}_{t}, t\right)\right) \mathrm{d} t-\log p\left(\tilde{X}_{T}, 0\right)\right]
$$

over all admissible controls for the process (35) with nonrandom initial condition $\tilde{X}_{0}=z$, and also attains the Gibbs measure $\mathrm{d} P^{*, z} \propto \exp \left(-H\left(\hat{X}^{z, 0}\right)\right) \mathrm{d} P^{z}$. As a consequence, we obtain the following variational representation of $-\log p(\cdot, t)$ :

$$
\begin{aligned}
& -\log p(z, t) \\
& =\min _{u} \tilde{\mathbf{E}}\left[\left.\int_{T-t}^{T}\left(\frac{1}{2}\left|\bar{\sigma}^{\top} u\left(\tilde{X}_{s}, s\right)\right|^{2}+\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} \hat{b}_{i}\left(\tilde{X}_{s}, s\right)\right) \mathrm{d} s-\log p\left(\tilde{X}_{T}, 0\right) \right\rvert\, \tilde{X}_{T-t}=z\right],
\end{aligned}
$$

where the minimization is over all admissible controls for (35). The second term in the integrand is the divergence of the drift vector field $\hat{b}$, which depends both on $b$ and on the derivatives of $a$ w.r.t. $x$, cf. eq. (33). The special case of $\sigma$ depending only on time was worked out in [24] and, more recently, in [3] in the context of probabilistic generative models.

The same control $u_{*}$ also works for the random initial condition $\tilde{X}_{0}$ with density $\bar{p}(\cdot, 0) \equiv p(\cdot, T)$, and the probability law of the corresponding process $\left\{\tilde{X}_{t}^{*}: 0 \leq t \leq T\right\}$ with $\tilde{X}_{0}^{*}$ sampled from $p(\cdot, T)$ is the Gibbs mixture

$$
P^{*, p(\cdot, T)}=\int_{\mathbb{R}^{n}} p(z, T) P^{*, z} \mathrm{~d} z .
$$

This is also the probability law of the process $\left\{\bar{X}_{t}: 0 \leq t \leq T\right\}$, the time reversal of $X_{t}$ in (29). The minimum value of the free energy in this case is given by

$$
\begin{aligned}
F\left(P^{*, p(\cdot, T)}\right) & =\int_{\mathbb{R}^{n}} p(z, T) F\left(z, P^{*, z}\right) \mathrm{d} z \\
& =-\int_{\mathbb{R}^{n}} p(z, T) \log p(z, T) \mathrm{d} z,
\end{aligned}
$$

the differential entropy of the density $p(\cdot, T)[15, \operatorname{Sec} .1 .3]$, which is finite because $p(\cdot, T)$ has finite second moments.

## 6 Conclusions

We have revisited the work of Mitter and Newton [23] which used an information-theoretic interpretation of the Bayes' formula to develop an optimal control approach to sampling from conditional densities of diffusion processes. While variational formulations of the Bayes' formula as free energy minimization can be found in other works (see, e.g., Zellner [28] and Walker [26]), the stochastic control formulation in [23] leads to an alternative procedure for conditional sampling not based on iterative methods like Markov chain Monte Carlo. We have shown that free energy minimization provides a natural framework for a number of other problems arising in the context of diffusion processes, and that the stochastic optimal control viewpoint can be used to explain the structure of the solutions to these problems.

## Acknowledgments

This work was supported by the NSF under awards CCF-2348624 ("Towards a control framework for neural generative modeling") and CCF-2106358 ("Analysis and Geometry of Neural Dynamical Systems"), and by the Illinois Institute for Data Science and Dynamical Systems (iDS ${ }^{2}$ ), an NSF HDR TRIPODS institute, under award CCF-1934986.

## References

[1] B. D. O. Anderson, Reverse-time diffusion equation models, Stochastic Processes and their Applications, 12 (1982), pp. 313-326.
[2] V. E. Beneš, Existence of optimal stochastic control laws, SIAM Journal on Control, 9 (1971), pp. 446-472.
[3] J. Berner, L. Richter, and K. Ullrich, An optimal control perspective on diffusion-based generative models, in NeurIPS Workshop on Score-Based Methods, 2022.
[4] A. Beurling, An automorphism of product measures, Annals of Mathematics, 72 (1960), pp. 189200.
[5] P. Dai Pra, A stochastic control approach to reciprocal diffusion processes, Applied Mathematics and Optimization, 23 (1991), pp. 313-329.
[6] P. Dupuis and R. S. Ellis, A Weak Convergence Approach to the Theory of Large Deviations, Wiley, 1997.
[7] M. Essid and M. Pavon, Traversing the Schrödinger bridge strait: Robert Fortet's marvelous proof redux, Journal of Optimization Theory and Applications, 181 (2019), pp. 23-60.
[8] H. Ezawa, J. Klauder, and L. Shepp, A path space picture for Feynman-Kac averages, Annals of Physics, 88 (1974), pp. 588-620.
[9] W. Fleming and R. Rishel, Deterministic and Stochastic Optimal Control, Springer, 1975.
[10] W. H. Fleming, Logarithmic transformations and stochastic control, in Advances in Filtering and Optimal Stochastic Control, W. H. Fleming and L. G. Gorostiza, eds., Springer, 1982, pp. 131-141.
[11] W. H. Fleming and S. K. Mitter, Optimal control and nonlinear filtering for nondegenerate diffusion processes, Stochastics, 8 (1982), pp. 63-77.
[12] H. FöLlmer, Random fields and diffusion processes, in École d'Été de Probabilités de Saint-Flour XV-XVII, 1985-87, Springer, 1988, pp. 101-203.
[13] F. Guerra and L. M. Morato, Quantization of dynamical systems and stochastic control theory, Physical Review D, 27 (1983), pp. 1774-1786.
[14] U. G. Haussmann and E. Pardoux, Time reversal of diffusions, The Annals of Probability, 14 (1986).
[15] S. Ihara, Information Theory for Continuous Systems, World Scientific, 1993.
[16] K. Itô and H. P. McKean, Diffusion Processes and Their Sample Paths, Springer, 1974.
[17] B. Jamison, The Markov processes of Schrödinger, Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete, 32 (1975), pp. 223-331.
[18] O. Kallenberg, Foundations of Modern Porbability, Springer, 1997.
[19] H. Kunita, Stochastic Flows and Stochastic Differential Equations, Cambridge University Press, 1990.
[20] J. Lörinczi, F. Hiroshima, and V. Betz, Feynman-Kac-Type Theorems and Gibbs Measures on Path Space, De Gruyter, 2011.
[21] S. K. Mitter, On the analogy between mathematical problems of nonlinear filtering and quantum physics, Ricerche di Automatica, 10 (1979), pp. 163-216.
[22] S. K. Mitter, Non-linear filtering and stochastic mechanics, in Stochastic Systems: The Mathematics of Filtering and Identification and Applications, Springer, 1981, pp. 479-503.
[23] S. K. Mitter and N. J. Newton, A variational approach to nonlinear estimation, SIAM Journal on Control and Optimization, 42 (2003), pp. 1813-1833.
[24] M. Pavon, Stochastic control and nonequilibrium thermodynamical systems, Applied Mathematics and Optimization, 19 (1989), pp. 187-202.
[25] D. W. Stroock, An Introduction to Partial Differential Equations for Probabilists, Cambridge University Press, 2008.
[26] S. G. WALKER, Bayesian inference via a minimization rule, Sankhya: The Indian Journal of Statistics, 68 (2006), pp. 542-553.
[27] K. Yasue, Quantum mechanics and stochastic control theory, Journal of Mathematical Physics, 22 (1981), pp. 1010-1020.
[28] A. ZELLNER, Optimal information processing and Bayes' theorem, American Statistician, 42 (1988), pp. 278-280.


[^0]:    *University of Illinois, Urbana, IL 61801, USA

