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Abstract

The use of microbial gas fermentation for transforming captured CO, into sustainable fuels and chemicals has been
identified as a promising decarbonization pathway. To accelerate the scale-up of gaseous CO, fermentation reactors,
computational models need to predict gas-to-liquid mass transfer which requires capturing the bubble size dynamics,
i.e. bubble breakup and coalescence. In this work, an inverse modeling approach is used to calibrate the breakup
and coalescence closure models, that are used in the Multiple-Size-Group (MUSIG) population balance modeling
(PBM). The calibration aims at replicating experimental results obtained in a CO;-air-water-coflowing bubble column
reactor. Bayesian inference is used to account for noise in the experimental dataset and bias in the simulation results.
The estimated simulation bias also allows identifying the best-performing closure models irrespective of the model
parameters used. The calibration results suggest that the breakage rate is underestimated by one order of magnitude
in two different breakup modeling approaches.
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1. Introduction

1.1. Motivation

In order to control global warming to levels lower than 2°C, CO, emissions need to be rapidly reduced (by 37% in
2035 compared to 2019 emissions) [1]]. To this end, demand reduction or decarbonization of carbon-heavy industrial
sectors such as chemical manufacturing and aviation [2] is urgently needed. For specific industrial sectors such as
aviation, there remain significant challenges to electrification [3]], and recent policies have instead incentivized the
production of sustainable aviation fuels (SAF) [4]].

Given the widespread availability of gaseous CO, through point sources and direct air capture, a promising path-
way towards SAF production is to use CO; as a carbon feedstock, instead of oil-based products, and several CO;-
based SAF production methods have been developed so far [S)]. In particular, microbial action to produce valuable
SAF intermediates from CO,/syngas or CO,/green-H, mixtures is increasingly pursued [6], building upon successful
microbial genetic engineering strategies developments [7]]. Once the appropriate microbial strain is optimized in the
laboratory, fuel production relies on operating a gas fermentation reactor where gaseous CO, is injected into a liquid
medium, where microbial bioreactions occur. The rate at which gaseous species transfer into the liquid phase, i.e. the
interphase mass transfer, is a significant contributor towards the overall yield of the system.

The interphase mass transfer itself mainly depends on the Henry saturation concentration that varies directly with
pressure [8], the interphase slip velocity, and the size of the gas bubbles that determine the overall interphasial area [9].
Computational fluid dynamics (CFD) can facilitate the optimization and scale-up of gas fermentation reactors, and
several methods have been proposed to account for variable bubble size. In particular, methods that use a population
balance modeling (PBM) approach have been often used for multiphase flows [L0-12]. In the context of bubbly flows,
PBM requires closure modeling to represent how bubbles coalesce and breakup. The focus of this work is to improve
coalescence and breakup modeling with a specific focus on interphase mass transfer of CO,.

1.2. Bubble size dynamics model calibration

Throughout the past decades, the choice of the coalescence and breakup models has been observed to significantly
affect the numerical predictions for liquid-liquid dispersion [[13] and gas-liquid dispersion [14} [15]. The effect of
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the coalescence and breakup models was observed on bubble size distribution [14} [15]] and the Sauter mean bubble
diameter [[14] or droplet diameter [13]]. Those observations have led to conclusions that an ensemble of models should
be used [[15]] or that the models need to be calibrated before being used [14} [16H18]].

Several breakup and coalescence model calibration approaches have been undertaken in the past, mostly for liquid-
liquid systems [19H24], but were also extended to gas-liquid systems [16l [17] which are of interest here. Those
various efforts have focused on calibrating models in different regimes or against different datasets, and have found
different sets of optimal model parameters which can vary by orders of magnitude [21]]. This observation highlights
the importance of calibrating bubble size model dynamics against targeted experiments [16H18]], and also suggests
that parameter calibration is a challenging task.

The first difficulty highlighted by Maluta et al. [25]] during a deterministic calibration process is that the calibrated
parameters might compensate for numerical errors rather than address modeling deficiencies. This conclusion was
drawn based on the observation that pairing calibrated models with fine discretization resulted in higher errors com-
pared to adopting a coarse discretization. The second difficulty identified is that there could exist multiple optimal
parameter sets that can explain the same experimental observations [26]. Therefore, the solution of the calibration
procedure should be probabilistic rather than deterministic to capture the ensemble of model parameters that explains
experimental observations [27]. The last difficulty relates to the appropriate choice of experimental datasets: depend-
ing on the experimental dataset used for calibration, different parameters can be identified [27]. As a side note, the
issues in bubble size dynamics calibration tasks have led to the development of models that do not contain adjustable
parameters [28]].

To address the first difficulty, appropriate mesh convergence studies are needed [25]. To address the second diffi-
culty, a probabilistic calibration is needed. Currently, most breakup and coalescence model calibration tasks reported,
provide deterministic optimized model parameters [16, [18-22]]. Only a handful of studies analyze the uncertainty
in the calibrated model parameters, by using a local sensitivity analysis on the optimal parameter set [23], 24]. The
advantage of such methods is that they are efficient in terms of the number of forward simulations - i.e. numerical
simulations that predict experimental observations for a given parameter set -, but do not necessarily describe the
entire distribution of parameter values. Bayesian inference methods have been devised to accurately characterize the
parameters’ distributions, but tend to require a large number of forward simulations [29H31]]. Bayesian inference can
be efficiently used when the experimental observations can be simulated with fast physics models [32H34], or fast
surrogate models [35}36]. To address the third difficulty, combining multiple experimental datasets in the calibration
procedure is necessary. When calibrating coalescence and breakup models, experimental datasets are usually com-
bined by minimizing an error fit metric averaged across all the experimental data [22 27]. However, experimental
data may be subject to different levels of noise, and experimental datasets should not be equally weighted in the pa-
rameter fitting procedure. Including experimental noise in the calibration procedure is however straightforward using
a Bayesian calibration approach [32].

The novel contributions of this work are

e Coalescence and breakup models are calibrated against experimental data of a coflowing bubble column reactor
using CO; in the gas phase. Compared to previous work, the models are calibrated against gas holdup and
interphase mass transfer, which are critical parameters for gas fermentation applications.

¢ A Bayesian inference approach is used to calibrate efficiency factors for coalescence and breakup rates, thereby
appropriately estimating confidence intervals on the efficiency factors. The Bayesian inference procedure is
made tractable by constructing a data-based surrogate model.

e Four experimental datasets are combined by taking into account experimental uncertainties. We show how
uncertainties can be constructed including bias between experiments and numerical simulations. This can also
be used to choose the best models irrespective of the parameter calibration task.

In Sec. 2] the numerical modeling approach is described. In Sec. 3] the performance of the non-calibrated models
are compared to the experimental dataset of interest [37]]. The model calibration problem and the calibration results
are shown in Sec.[d Conclusions are provided in Sec. [5]



2. Numerical method

2.1. Multiphase model

The numerical simulations are conducted with a multiphase solver implemented in OpenFOAM [38]] that has been
extensively used and validated in the past [39,/40]. The multiphase model is implemented via the Euler-Euler method
where gas and liquid are treated as continuous interpenetrating phases. Gas and liquid volume fractions are transported
according to
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where j is the phase index (gas or liquid), c; is the volume fraction of the phase j, p; is the density of phase j, u;
is the velocity vector of phase j. To model the relative motion of each phase, a phase-momentum transport equation
is solved, which takes the form
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where T is the stress tensor which includes Reynolds stress and viscous (molecular and turbulent) stress (including
turbulent viscosity) for the phase j, Dy; is the drag force exerted by phase k on phase j, and F; contains interfacial
forces acting on phase j. Coupling between phase volume fraction and momentum needs to be enforced, including
across phases, where drag forces depend on the relative velocities of each phase. In addition, momentum can be
added to the system due to mass transfer; mass entering/leaving a specific phase. The term M’I” accounts for the added
momentum:
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where 11 is the mass transfer rate from/to phase j, u; is the velocity of phase j and uy is the velocity of phase & [40].
A partial elimination method formulated by Passalacqua and Fox [41] is used here to ensure appropriate coupling
between the phases. A shared pressure equation is solved once for all the phases to determine pressure while enforcing
an aggregate divergence constraint on phase velocity.

An energy equation is solved to account for different inlet phase temperature (see Sec.[3.I). A sensible energy
transport equation for phase j is written as:
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where E; is the sensible energy enthalpy of the phase j, T is the temperature of the phase j, «; is the effective
thermal diffusivity of the phase j(including molecular and turbulent contributions) and Q7 is the heat exchange due
to differences in temperature. In particular the last term can be written as:
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where hj is the heat transfer coefficient of species / in phase j, T; is the temperature of phase j and T is the tem-
perature at the interface. Heat exchange through the interface is driven by temperature differences between phases.
The temperature at the interface changes as a result of a phase change and depends on the latent heat of the species
changing phase. The temperature at the interface is computed based on the assumption that the rate of heat transfer
must be equal to the latent heat A; at the interface between phases j and &

hj(Tj = Tp) + hy(Ti — Ty) = trjind (6)
Using the momentum and phase fraction, species mass fractions are transported as
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where Y}; is the I" species mass fraction in phase j, D 1 is the diffusivity of the I" species in phase j and S ji are
source terms due to interphase mass transfer.
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The aforementioned conservation equations are closed through models for interphase physics and turbulent stress.
The interphase drag force is obtained by using the Grace model [42] and transverse lift from the model by Tomiyama
et al. [43]]. Wall lubrication forces are computed using the model by Antal et al. [44]] and turbulent dispersion uses
the model of Burns et al. [45]]. Interphase mass transfer of species is modeled using Higbie [46]. Turbulent stress is
modeled using k — & RANS closure model for the liquid and the gas phases [47]. The wall boundary conditions for k
and € use generalized wall functions [48].

2.2. Bubble size models

Compared to our previous works [39], the bubble size distribution (BSD) in this work is not assumed to be a
o-distribution (constant bubble size), but is directly modeled using a population balance equation. In separate studies,
several authors have noted the effect of BSD on global hydrodynamics of bubble column reactors [49-52]] and on
species mass transfer [53] which is the main focus here.

The population balance model uses a method of classes implementation as described by Lehnigk et al. [40] where
the bubble size distribution is represented through a discretization of the number density function (NDF). This ap-
proach requires discretizing an internal coordinate (here the bubble size coordinate) and the spatial coordinates. The
fundamental governing equation of the NDF can be derived through a finite volume analysis [40] and leads to
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where u is the phase velocity, ¢ is time, n, is the number density of bubbles of size v and the source term h, =
B, — By + C, — Cq + D + N,, where B, (resp. Cp) is the bubble birth contribution from bubble breakup (resp.
coalescence), By (resp. Cq) is the bubble death contribution from bubble breakup (resp. coalescence), D is the drift
term that is due to changes of bubble volume, and N, is the bubble nucleation source term. The full expression of A,
is available elsewhere (see Eq.2 in Ref. [40]]) and only specific modeling choices are described hereafter. The breakup
and coalescence source terms depend on closure models for coalescence and breakup frequencies (also referred to as
rates or kernels). For instance, the birth by breakup effect of bubbles of volume v’ to bubbles of volume v (v < V) is
represented in A, as
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where B, is the breakup frequency of bubbles of volume V', and S, is the daughter size distribution that de-
scribes how bubbles are redistributed within the internal coordinate (the binned bubble size). Similarly, the birth by
coalescence effect of bubbles with volume v' and v — V' resulting in a bubble of volume v is represented in 4, as

Cy, = 1 f ny—y Cy oy dV, (10)
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where C, ,_, is the frequency of coalescence for bubbles of size v and v — V'.

A noteworthy feature of the implementation of Lehnigk et al. [40] is that it includes redistribution schemes that
conserve the 0" and 1% order moments of the NDF [54] [55]]. The coalescence kernel chosen is that of Lehr et al. [56]
using a critical coalescence velocity of 0.08m/s and a maximum packing density of 0.6. In this model, the coalescence
frequency C, ,_,» depends on turbulent fluctuations, and coalescence occurs if bubbles collide with a velocity greater
than the critical velocity aforementioned. Two breakup models are investigated: a global breakup model described in
Laakkonen et al. [17] and a binary breakup model described in Lehr et al. [56]] which is common in bubble column
reactor modeling [57]]. In the binary breakup approach, a bubble necessarily breaks up into two daughter bubbles from
different size groups (or bins). In the global breakup approach, a bubble may break up into more than two bubbles
[17]. The number of “daughter bubbles” is controlled by the daughter size distribution which differs between both
models. The breakup rates used in both of these models differ from the default rates implemented in OpenFOAM v9
[ unless stated otherwise.

Ihttps://github.com/OpenFOAM/OpenFOAM-9



3. Validation of the base model

In this section, the experimental case simulated is described. A base simulation is compared to the experimental
results and the effect of numerical errors and modeling errors is discussed.

3.1. Experimental data

Two experimental cases (Exp. 17 and Exp. 19) are investigated here and documented in Deckwer et al. [37]. The
system consists of a coflowing bubble column reactor schematically illustrated in Fig. 2] (left). Both cases differ in
terms of their superficial gas velocity and inlet gas composition. These cases were chosen given that they were also
used in other numerical analyses such as by Hissanaga et al. [58] and by Ngu et al. [59]. In Exp. 17 the inlet gas
velocity is 3.42cm/s and the inlet gas CO, mole fraction is 0.673. In Exp. 19, the inlet gas velocity is 4.63cm/s and
the inlet gas CO, mole fraction is 0.478. The liquid phase is made of pure water at the inlet. Air is assumed to be pure
N, for simplification. The gas phase inlet temperature is set to 273.15K consistently with Deckwer et al. [37] and the
liquid phase (tap water) inlet temperature is assumed to be 287.15K.

3.2. Numerical details

A hexahedral mesh was used to simulate these experiments using 180 mesh points of size 2.4 cm each in the
vertical direction. A “pillow case” meshing (illustrated in Fig.[I) was used in the radial and azimuthal direction with
15 mesh points through the radial direction and 24 points in the azimuthal direction. In total, 64,800 cells were used.

Figure 1: Illustration of the pillow case mesh in the radial and azimuthal directions.

The internal coordinate (bubble diameter) was discretized with 10 classes (bins), uniformly distributed between
1.66 mm and 4.36 mm. In separate numerical investigations [59]], the bubble size was assumed constant and equal to
2.86 mm. Hereafter the global breakup model and binary breakup model as described in Sec. [2]are successively used.
Simulations of both Exp. 17 and Exp. 19 use the same numerical discretization. The liquid diffusivity of CO, was set
to 1.4663 x 1072 m?/s and the Henry’s constant of CO, was set to 0.0192 mg/L/Pa which are the same values used
by Ngu et al. [59]. The simulations were run for 400 s which was found to be sufficient to reach steady state in gas
holdup and species concentration profiles. Each simulation required about 10 hours of wall clock time on 36 cores of
Dual Intel Xeon Gold Skylake 6154 3.0 GHz processors. The timestep is dynamically adjusted based on the maximal
Courant number, and was 2 ms on average. Inlet boundary conditions for k and & based on freestream turbulence were
found to lead to steep wall-normal gradients due to the wall functions used, and could lead to unphysical oscillations
in ;. The boundary conditions were adjusted to eliminate these oscillations without inducing appreciable differences
in the quantities of interest (see [Appendix B).

Figure 2] (right) shows the CO, mass fraction contour in the gas phase and the liquid phase for Exp. 17 which
illustrates how the interphase mass transfer occurs in the coflowing bubble column. The gas phase is gradually
depleted of CO, with height (z in Fig. [Z)) while the liquid phase CO, concentration increases.
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Figure 2: Left: schematic illustration of the case simulated with inlet conditions for Exp. 17 (blue) and Exp. 19 (red). Right: mass fraction of CO,
at steady state for Exp. 17 of Deckwer et al. in the gas phase (left) and the liquid phase (right).

3.3. Comparison to experiments

The experimental measurements provide the average local gas holdup and CO, gas concentration at different
heights in the reactor. In the simulations, these quantities are reconstructed by performing a conditional average of
gas volume fraction and CO, mole fraction conditioned on the height coordinate (z). Figure [3|shows the comparison
between simulations that were run with a global breakup model and the experiments. For both the gas holdup
and the CO, gas mole fraction, the base simulation reasonably captures the experimental observations.

However significant differences can be observed especially for Exp. 19 for gas holdup and for Exp. 17 for CO; gas
concentration, especially near the top of the reactor. Other numerical investigations [38] where a one-dimensional
spatio-temporal approximation of the phase conservation equations was used, also deviate from experimental obser-

vations in a similar way.
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Figure 3: Height conditional average of gas holdup (left) and CO, mole fraction in the gas phase (right) for experiments (H) [37], Ref. o),
Ref. (—) and our results (—), for Exp. 17 (blue) and Exp. 19 (red).

3.4. Source of discrepancy between numerical simulation and the experiments
Two reasons might explain the deviation between numerical simulations and experiments. First numerical errors
may originate from the discretization of the domain and must be ruled out before considering model modifications
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[25]. A fine grid simulation was conducted using 176,400 cells (400 cells in the vertical direction, 28 in the azimuthal
direction, and approximately 16 in the radial direction) compared to our baseline case with 64,800 cells, and a fine
phase-space simulation was run using 20 bins for bubble-size discretization compared to 10 bins in the baseline case.
In the fine grid simulation, the timestep is also based on the Courant number and is 1 ms on average. As shown
in Fig. {] neither simulation deviated sufficiently from the base case to explain the discrepancy with experimental
observations. Therefore, model errors are the likely cause of the discrepancy.
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Figure 4: Height conditional average of gas holdup (left) and CO, mole fraction in the gas phase (right) for experiments (l) [37], coarse grid (—),
fine grid (-Ml), coarse grid with fine bubble size discretization (&), for Exp. 17 (blue) and Exp. 19 (red). Dark lines: global breakup model [17].
Light lines: binary breakup model [S6].

The same suite of runs (coarse and fine grids) was conducted with a binary breakup model [56]] instead of a global
breakup model [17]. This test serves here to understand how much variability can be expected due to a bubble size
dynamics modeling error (similar to the approach of Mueller and Raman [60]). It can be seen in Fig. 4] that, once
again, the numerical errors are unlikely to explain the discrepancy between numerical simulations and experiments.
However, significant variability may be observed due to the modeling assumption adopted, and this variability may
indeed close the gap to experimental observations.

4. Model calibration

In view of the results shown above, the modeling approach may explain the discrepancy with the experimental
data. Therefore, we used the experiments of Deckwer et al. [37]] to calibrate the breakup and coalescence models, in
line with recommendations from previous research[16+18]. What is unique to the present study is that 1) the forward
simulations are expensive (each forward run requires 360 CPU hours) and many runs were necessary to rule out
numerical errors [25] and, 2) there appears to be irreducible discrepancies between some of the experimental data and
numerical simulations. Therefore, the inclusion of experimental data in the calibration procedure requires taking into
account those irreducible errors. In this section, the solutions to both issues are provided and exercisedE]

4.1. Calibration problem

Given the high computational expense required for evaluating the forward model, the calibration procedure should
not involve too many parameters. The higher the dimension of the parameter space, the larger the number of forward
model evaluations needed to explore the parameter space. Note that even if a surrogate model is used for the Bayesian
inference, it would still need to be trained using data that span the entire parameter space [61]. Even when using faster
forward models, other investigations have reduced the high-dimensional parameter space by assuming no joint effect
of subsets of the entire parameter set [[17].

2The calibration methods and the model surrogates described in this section are available in a companion repository
(https://github.com/NREL/BioReactorDesign).




In this work we calibrated 3 parameters: an efficiency factor for the coalescence kernel Ceg, an efficiency factor
for the breakup kernel B.g, and the surface tension Q. The base coalescence model is that of Lehr et al. [56]]. For the
breakup model, two separate corrections are derived for the global breakup model of Laakkonen et al. [[17]] and the
binary breakup model of Lehr et al. [S6].

The scaled coalescence and breakup kernels are expressed as

Ccorr,v’ R CeiCy =y (11)

and

Bcorr,v = Befva, (12)

where Ceorrv v—v and Beorr,y are the corrected coalescence and breakup kernels and Ceg and Beg are the unitless
efficiency factors that scale the base models.

The choice of efficiency factors to calibrate the coalescence and breakup kernel is motivated by three reasons: 1)
it allows to modulate the amplitude of the breakup and coalescence kernel by only manipulating one parameter which
allows using a reduced number of forward evaluations; 2) the efficiency factor can be defined for any kernel functional
which allows comparing different kernels and by how much each one must be corrected; 3) the efficiency factors are
easily interpretable since their effect is linear on the frequency of breakup or coalescence.

Finally, the choice of calibrating surface tension Q is motivated by the use of tap water in the experiments of
Deckwer et al. [37]]. The presence of surfactants in tap water could modify surface tension and thus can affect bubble
size dynamics and mass transfer.

To decide what efficiency factors and surface tension values are most appropriate to explain the discrepancy
between simulations and experimental observations, multiple simulations are run with different parameter values.
A total of 120 numerical simulations were run with a coalescence/break-up efficiency factor varying in the range
[0.05,20], and tap water surface tension varying in the range [0.03,0.11]N/m. The results are shown in Fig. [5|for the
global breakup and are colored by the breakup efficiency factor value, indicating that the computed gas holdup and
CO; mole fraction axial profiles are sensitive to the model parameters varied.

As suggested by the results of Sec. [3.4] the model parameter variation induces significant variability that could
resolve part of the discrepancy to experimental observations. However, an optimal breakup efficiency factor is dif-
ficult to identify from Fig.[5] On the one hand, high values of the breakup efficiency factor improve the CO, mole
fraction prediction, while on the other hand, low values of breakup efficiency promotes a better match of gas holdup
with experiments. In addition, there remain irreducible errors that cannot be mitigated through the variation of the
parameters considered (see for instance gas CO, concentration near the top of the reactor for Exp. 17). The same set
of simulations resulted in similar conclusions when using the binary breakup kernel and is not described further for
brevity.

4.2. Bayesian inference approach

To calibrate the chosen model parameters, while accounting for experimental uncertainty, a Bayesian calibration
approach is used. In Bayesian calibration, the objective is to compute the posterior probability (or more commonly
referred to as the posterior) of the parameters calibrated, denoted as ppos(pld), where p are the model parameters, and
d are the experimental observations. The posterior pyes is obtained using the Bayes theorem

pprior(p)plike(dlp)
pevi(d) ’

where pprior(p) is the prior probability that encodes prior knowledge about the parameters, and pji.(d|p) is the likeli-
hood function that characterizes how likely a parameter set p is to explain the observed data d. The evidence pei(d) is
shown for the sake of completeness but does not need to be defined for the Bayesian calibration procedure: it can be
treated as a multiplicative factor independent of the parameters calibrated. Typically, the likelihood function is chosen
to be a multivariate normal [32} 34} [35]] defined by

Ppost(pld) = (13)

Ny
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Figure 5: Top: Height conditional average of gas holdup (left) and CO, mole fraction in the gas phase (right) for experiments (H) [37], and
simulated results using a global breakup model (—) for Exp. 17 (blue) and Exp. 19 (red). Darker colors denote the higher value of breakup
efficiency. Bottom: scatter plot of the distribution of the 120 numerical simulations in the model parameter space for the global breakup model.

where Ny is the number of observations, o is the uncertainty in the experimental observations (where uncertainty
is assumed to be the same for all observations), and dp.q(p) is the prediction of observations that would be obtained
if parameter set p was chosen.

The advantage of the Bayesian calibration is that the experimental uncertainty and the remaining model uncer-
tainty that cannot be explained with the parameters calibrated can be lumped into the o uncertainty value of the
likelihood function [35]36] (see Sec.[#4). Choosing a specific uncertainty for a specific experimental dataset allows
to appropriately weight the experimental data, rather than averaging the error across all experimental data [22], 24].

4.3. Surrogate modeling approach

The main drawback of Bayesian calibration is its computational cost. The high cost of Bayesian calibration is due
to evaluating the likelihood function. In the present case, it requires computing the prediction dpeq(p) Which would
necessitate a forward model evaluation (here running a CFD simulation). To accelerate the Bayesian calibration, the
function dp.q(p) can, however, be approximated with a data-based model which was trained, in our case using the
120 simulations shown in Fig. [f] Other uncertainty quantification approaches that require multiple forward model
evaluation adopt similar strategies [62} [63].

Here, the surrogate models are constructed using a fully connected neural network schematically illustrated in
Fig.[6al The neural net contains four inputs: the vertical direction z and the three calibrated model parameters (Ce,
B and Q). The output of the neural net is one dimensional and consists of either the gas-holdup or the gas molar
fraction of CO,;. In total, eight different surrogate models were trained, a different one for each measured quantity
(gas hold up or CO, mole fraction), each experiment (Exp. 17 or Exp. 19), and each breakup kernel (binary or global).
For each surrogate model, 32 conditional average points are drawn for each simulation which amounts to 3840 data
points per surrogate. One percent of the data is reserved for validation. For simplification, all surrogate models used



the same hyperparameters that are summarized in Tab. [6b] The neural nets were trained with a classical mean-square
error loss. Further details on the effect of the epoch number are provided in

Beff
O O Name Value
. . : :
S R @ Hidden layer size | { 10,20, 10, 5}
@/ . o Activation tanh
O O Batch size 32
Learning rate le—03
Epochs 1000
(a) Input output mapping of each surrogate model. Each sur- (b) Hyperparameters used for the neural net surrogates. The hidden layer size
rogate take 4 input and output only one output denoted by Qol. denotes the number of neurons in the 4 hidden layers used.

Figure 6: Architecture of the neural network surrogates.

The surrogate model can be used to compute the likelihood function pj.(d|p). To perform Bayesian calibration,
the prior distribution of the parameters must also be chosen. In order to use the surrogate model, the support of
the priors cannot be larger than the input feature intervals over which the surrogate was trained. The priors for the
coalescence and the breakup efficiency factor are chosen to be uniform distributions 24(0.05, 20), whose support is the
same as the interval over which the surrogate was trained. In general, the magnitude of the breakup kernels adopted
does not vary by a factor greater than 20 [21]. The priors adopted reflect that scaling the coalescence and breakup
kernel by a factor greater than 20 is unreasonable. The prior for the surface tension is chosen to be U/(0.065,0.075)
N/m. Given available estimates of the surface tension of tap water [64, 65], the support of the surface tension prior
was made tighter than the interval over which the surrogate was trained.

4.4. Combining multiple observations

As mentioned in Sec. [I.T] it is common practice to calibrate bubble size dynamics models against the simulation
of experimental observations, by uniformly weighting the errors to experimental data [22, [24] 27]]. This approach
implicitly assumes that all experiments are equally informative to calibrating model parameters. However, different
experiments may be subject to different levels of noise, especially when different variables are measured. For instance,
Fig. @] suggests that the noise-to-signal ratio is larger for the gas holdup compared to CO, mole fraction. Furthermore,
despite pushing the parameters to calibrate to their limit, there remain irreducible discrepancies between some exper-
iments and simulations results (Fig.[5). In these cases, to match such experimental observations, the models need to
be equipped with additional physics that are missing. The missing physics could be because of inherent model defi-
ciencies, or because the experiments were affected by unknown or undocumented variables. Either way, the missing
physics makes the experimental observation less informative about the parameters being calibrated. Figure[7]schemat-
ically illustrates the missing physics issue. To account for the missing physics, the likelihood uncertainty o~ (Eq. [T4)
can be adjusted to reflect the fact some experiments are less informative for the parameter calibration. In Fig.[7] the
likelihood uncertainty is plotted as an experimental uncertainty (red dashed lined) that contains the noise and the miss-
ing physics. Hereafter, the likelihood uncertainty is assumed uniform for each one of the four experimental datasets: a
single likelihood uncertainty is used for each measurement type (Xco,, gas holdup) and each experimental campaign
(Exp. 17 and Exp. 19).

To set the likelihood uncertainty so as to reflect both the experimental noise and the missing physics, two different
methods are used. First, the Bayesian calibration can be done for each one of the four experimental datasets while
calibrating the likelihood uncertainty along with the physical parameters (coalescence efficiency, breakup efficiency,
surface tension). As a second step, the mean likelihood uncertainty of each one of the four experimental datasets is
gathered and used to perform the final calibration that combines all experimental data. This procedure is summarized
in Algo.|l|where E,, () denotes the average of the likelihood o averaged over the posterior probability sampled.

Second, the likelihood uncertainty can be treated as a hyperparameter that needs to be optimized. Qualitatively, the
uncertainty band obtained by calibrating the model parameters (black dashed lines in Fig.[/) must be contained in the
likelihood uncertainty assigned to the experiments (the red dashed lines in Fig.[7). The definition of uncertainty bands
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Figure 7: Illustration of the missing physics issue. If experimental noise and model parameter uncertainty (black dashed lines) are not necessary to
explain discrepancies between simulation and experiments, a missing physics component is added to the likelihood uncertainty (red dashed lines).

Algorithm 1 Likelihood uncertainty calibration.

1: for Exp; € { Exp. 17 Gas Holdup, Exp. 17 Xco,, Exp. 19 Gas Holdup, Exp. 19 Xco, } do
2: Calibrate Beg, Cer, Q and o

3: Compute 0; = E,, (o)

4: end for

is arbitrary and is chosen to be the 95% confidence interval for the experiments, and the 95% confidence interval
for the model predictions. Formally, the likelihood uncertainty o is chosen by solving the following optimization
problem for each experiment i
min
T
S.t. V,‘,j +20; > P,',‘]',97V5(O',‘), Vj (15)
Vij =20 < Pijas(oi), V),

where V; ; is the j™ measurement of experimental dataset i, P;, ;975 (resp. P; j»5)is the 97.5" (resp. 2.5") percentile
of the model predictions for the j* measurement of experiment i obtained by sampling the posterior of Beg, Ceg and
Q.

The optimal value of the likelihood uncertainty can be iteratively searched, where each iteration consists in choos-
ing a value of o; and calibrating the model parameters (B.g, Ces, €2) using o; as likelihood uncertainty. Since a
surrogate model is used in place of the physics model, the calibration process is sufficiently cheap to allow performing
multiple calibrations. The procedure is summarized in Algo. 2}

Algorithm 2 Likelihood uncertainty optimization.
1: for Exp; € { Exp. 17 Gas Holdup, Exp. 17 Xco,, Exp. 19 Gas Holdup, Exp. 19 X0, } do
2: Solve Eq[I5]via a bisection method

3: Store the solution o; for Exp;.
4: end for

The likelihood uncertainties obtained with both methods are shown in Tab. [T] for the Binary breakup and the
global breakup model. Overall, the uncertainties predicted with both methods are in agreement with each other, which
suggests that calibrating likelihood uncertainties is equivalent to solving the optimization problem shown in Eq. [T5]
Importantly, calibrating the likelihood uncertainties only requires one calibration procedure per experiment, while 10
were used for the hyperparameter search.

The likelihood uncertainties reflect the amount of noise in the experimental data as well as the amount of physics
missing to explain the experiments with the models. By comparing the likelihood uncertainties across modeling
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assumptions (global breakup or binary breakup assumption), one can compare the amount of physics missing in each
model, irrespective of the calibrated model parameters. This is possible here since the breakup model is the only
modeling choice varied, while the coalescence model is the same. Other Bayesian model ranking strategies have been
proposed [32] by accounting for the amount of parameter tuning needed for each model. A simpler model ranking
method is used here since both models need to be tuned by the same amount (see Sec.[4.3)). Here, it appears that the
global breakup model is about two times more accurate than the binary breakup model for Xco, and is only 10-20%
less accurate than the binary breakup model for gas holdup.

Exp. 17 Exp. 19 Exp. 17 Exp. 19
Xco, Gas Holdup Xco, Gas Holdup Xco, Gas Holdup Xco, Gas Holdup
Binary Breakup | 0.058 0.009 0.03 0.016 Binary Breakup | 0.066 0.009 0.039 0.024
Global Breakup | 0.034 0.008 0.015 0.02 Global Breakup | 0.025 0.010 0.015 0.027
(a) Likelihood uncertainties obtained using Algo. (b) Likelihood uncertainties obtained using Algo.

Table 1: Optimal likelihood uncertainty for each experimental dataset and each breakup model.

Given that interphase mass transfer is a critical parameter for CO, gas fermenters, accurate predictions of the
gas mole fraction Xco, are needed. The calibrated and optimized likelihood uncertainties suggest that irrespective
of efficiency parameter calibration, a global breakup model [17] is more appropriate to capture the experimental
interphase mass transfer observed compared to the binary breakup model [56].

4.5. Results

The Bayesian calibration is conducted using Hamiltonian Monte-Carlo (HMC) [66} 67]] which is made possible
due to the auto-differentiation capability of the neural network surrogate. The likelihood uncertainties obtained with
the calibration (Algo. [I)) and the optimization method (Algo. [2)) are used to compute the likelihood function that
combines all the experiments. One calibration is done with the global breakup model and one with the binary breakup
model. Figure [§| shows the posterior probability density function (PDF) of the calibrated parameters obtained when
combining all the experiments and using the likelihood uncertainties computed via the optimization method (Algo. [2).
The posteriors obtained when using the likelihood uncertainties computed via the calibration method (Algo. [T)) are
similar and are not shown here for the sake of concision.

First, it appears that any value of surface tension within the interval chosen is reasonable to explain the discrepancy
with experimental data. Therefore the experimental data is not sufficient to confidently decide whether the surface ten-
sion of tap water was affected by surfactants. However, only narrow regions of the coalescence and breakup efficiency
domain of definition are likely. The coalescence efficiency is found most likely between 2 and 4, while the breakup
efficiency is found most likely between values 10 and 15. Remarkably, both breakup models (global and binary) land
on similar conclusions regarding the posterior probability. The posterior exhibits a correlation between coalescence
and breakup efficiencies which can be understood by the fact that higher breakup rates may be compensated by higher
coalescence rates. The agreement of the calibrated efficiency factors suggests that the model correction are a) either
needed for modeling the bubble dynamics of gaseous CO,; or b) needed to model the specific experiment simulated
here. A definitive conclusion would require performing the same calibration exercise with several other experimental
campaign measurements, and is left for future work.

A last set of simulations, termed a posteriori runs, was performed to verify the predictions of the optimized
models. A binary breakup model was used with coalescence efficiency factor C.¢ = 1.83 and breakup efficiency
factor Beg = 13.565 and a global breakup model was used with Ceg = 4.695 and Beg = 13.83. The values chosen
correspond to the posterior means of Beg and Ces. Figure [9] shows the predicted results of the optimized models
against the base models using the baseline computational grid and bubble size discretizations (Sec.[3.4). In the case
of the binary breakup model, the optimized model mostly affected the gas holdup prediction, especially for Exp. 19.
However, the gas mole fraction concentrations are left almost unchanged. This is a consequence of the relatively high
likelihood uncertainty for Xco, which leads to prioritize gas holdup in the model calibration. The opposite effect can
be seen for the global breakup model where significant improvement can be observed for Xco, while gas holdup is
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Figure 8: Corner plots of the posterior probability obtained for the global breakup model [17] (left) and the binary breakup model [56]] (right).

unchanged or even less accurate (especially for Exp. 17). Overall, the calibration using the neural network surrogate
is consistent with the a posteriori runs, which confirms that the neural network surrogate was sufficiently accurate.

\ /f oA L

g i

e o d
L]
==

S

-
-
%
™
o
n
»
|

~—
—
- | - \K ‘.\1\ \#‘\I ——
0 | | = 0 _ E""_
0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65
Gas Holdup Xcoz

Figure 9: Height conditional average of gas holdup (left) and CO, mole fraction in the gas phase (right) for experiments (ll) [37], the base model
(—), the calibrated model (&) for Exp. 17 (blue) and Exp. 19 (red). Dark lines: global breakup model [17]]. Light lines: binary breakup model
[56].

5. Conclusions

In this work, an inverse modeling procedure was conducted to calibrate bubble size dynamics models against
experimental measurements of a coflowing bubble column reactor.

Experimental noise and simulation bias were accounted for using a Bayesian inference approach. Given the
common practice of calibrating bubble size dynamics model parameters, choosing an appropriate model functional
form, irrespective of the parameter calibration is non-trivial. Here, it is shown that estimating the simulation bias

13



allows one to discriminate between modeling approaches. In the present case, a global breakup modeling approach
proved more appropriate for capturing interphase mass transfer, which is essential for gas fermentation applications.
The simulation bias can be estimated either by including the likelihood uncertainty in the set of calibrated parameters,
or by treating the likelihood uncertainty as a hyperparameter.

For computational tractability, the Bayesian inference needs to be paired with a surrogate model rather than a
physics model. It was shown that a simple neural network was able to approximate the dependence of the model
prediction with respect to the model parameters inferred.

The calibration results show that for both global breakup and binary breakup modeling approaches, the magnitude
of the breakup kernel needs to be increased by about one order of magnitude. Since both modeling approaches led to
similar conclusions, either the breakup dynamics of CO, gas are atypical, or an element of the experimental apparatus
promoted high breakage rates. A definitive conclusion would require exercising the calibration method described
against a larger experimental dataset.
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Appendix A. Convergence of the neural networks

Figure [A-T0] shows the training and validation loss history of the neural network surrogate of the breakup model

and of the binary breakup model. Overall, it can be seen that the training and testing loss are nearly converged. Since
the testing losses do not gradually increase with the epoch number, the surrogates are unlikely to overfit.
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Figure A.10: Training (—) and testing (- ~) loss history of the neural network surrogates trained on the Exp. 17 (—) and Exp. 19 (—), for the
global breakup model [17] (left) and the binary breakup model [56] (right). Dark lines: gas holdup. Light lines: CO, gas mole fraction.
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Figure B.11: Left: Height conditional average of gas holdup for experiments () [37]], results using artificially high turbulent inlet boundary
conditions (—), results using freestream turbulence inlet boundary conditions with 5% turbulence intensity (1lF) for Exp. 17 (blue) and Exp. 19
(red). Right: contour of the liquid turbulent kinetic energy for Exp. 17 using freestream turbulence inlet boundary conditions with 5% turbulence
intensity and the non-modified binary breakup model [56]. The flow goes from left to right.

Appendix B. Turbulence boundary conditions

The turbulent boundary conditions for the turbulent kinetic energy k and the turbulent energy dissipation rate &
were artificially increased in the present work (Sec.[3.3] Sec.[3.4]and Sec.[) for stability reasons. The chosen turbulent
inlet boundary conditions are reported in Tab. along with theoretical values for freestream turbulence, assuming
5% turbulence intensity in the liquid phase and the gas phase.

Exp. 17 Exp. 19 Exp. 17 Exp. 19
Gas Liquid Gas Liquid Gas Liquid Gas Liquid
This work 3.7e-5 0.01 3.7e-5 0.01 This work 1.5e-4 1.5e-4 1.5e-4 1.5e-4
Turbulence intensity 5% 4.4e-6 8.3e-6 8.0e-6 8.3e-6 Turbulence intensity 5% 1.44e-7 3.75e-7 3.6e-7 3.75e-7

2 2

(a) Turbulent kinetic energy boundary conditions in m~.s™=. (b) Turbulent kinetic energy dissipation rate boundary conditions in m?.s3.

Table B.2: Comparison of turbulent inlet boundary conditions between the cases simulated and a case assuming 5% turbulence intensity.

The same numerical simulations as the coarse grid case in Sec. [3.4] were performed with freestream turbulence
boundary conditions, assuming 5% turbulence intensity. The results are shown in Fig. [B.TT] for gas holdup only for
concision. It can be seen that using the non-artificially increased turbulent boundary conditions leads to spurious
oscillations for the global breakup model. However, the results are almost unchanged for the binary breakup case. In
Fig. [B11] (right) it is clear that the turbulent kinetic energy in the liquid phase rapidly deviates from the freestream
boundary conditions because of the walls, and reaches levels higher than the artificially increased turbulent kinetic en-
ergy boundary conditions. Therefore, although the inlet boundary conditions chosen are inaccurate, they are unlikely
to affect the results reported (aside from providing increased stability).

17



	Introduction
	Motivation
	Bubble size dynamics model calibration

	Numerical method
	Multiphase model
	Bubble size models

	Validation of the base model
	Experimental data
	Numerical details
	Comparison to experiments
	Source of discrepancy between numerical simulation and the experiments

	Model calibration
	Calibration problem
	Bayesian inference approach
	Surrogate modeling approach
	Combining multiple observations
	Results

	Conclusions
	Convergence of the neural networks
	Turbulence boundary conditions

