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Abstract. In Catalan percolation, all nearest-neighbor edges {𝑖, 𝑖+1} along Z are initially occupied,
and all other edges are open independently with probability 𝑝. Open edges {𝑖, 𝑗} are occupied if
some pair of edges {𝑖, 𝑘} and {𝑘, 𝑗}, with 𝑖 < 𝑘 < 𝑗 , become occupied. This model was introduced
by Gravner and the third author, in the context of polluted graph bootstrap percolation.

We prove that the critical 𝑝c is strictly between that of oriented site percolation on Z2 and the
Catalan growth rate 1/4. Our main result shows that an enhanced oriented percolation model, with
non-decaying, infinite-range dependency, has a strictly smaller critical parameter than the classical
model. This is reminiscent of the work of Duminil-Copin, Hilário, Kozma and Sidoravicius on
brochette percolation. Our proof differs, however, in that we do not use Aizenman–Grimmett
enhancements or differential inequalities. Two key ingredients are the work of Hilário, Sá, Sanchis
and Teixeira on stretched lattices, and the Russo–Seymour–Welsh result for oriented percolation by
Duminil-Copin, Tassion and Teixeira.
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Figure 0.1. Monte Carlo estimates of the conditional probabilities that {0, 𝑛} is
occupied given that it is open against 𝑝 ∈ [0, 1], plotted for 𝑛 ∈ {6, . . . , 100}.
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1. Introduction

1.1. Catalan percolation. Catalan percolation stands at the crossroads of bootstrap percolation,
oriented percolation and enumerative combinatorics. It is, in fact, a particular case of the transitive
closure dynamics studied by Gravner and the third author [GK23] (cf. Karp [Kar90] and Korándi,
Peled and Sudakov [KPS16]).

The original motivation for the model comes from graph bootstrap percolation, considered al-
ready by Bollobás [Bol68] (cf. Balogh, Bollobás and Morris [BBM12]), an early work in the
growing field of bootstrap percolation (see, e.g., Morris [Mor17] for a recent survey). More pre-
cisely, Catalan percolation is related to polluted bootstrap percolation, beginning with Gravner and
McDonald [GM97], which amounts to studying bootstrap percolation on a supercritical percolation
cluster. Roughly speaking, bootstrap percolation is a monotone cellular automaton, modelling the
spread of “infection” in a network. Once a site becomes infected, it stays infected thereafter. In
polluted bootstrap percolation, however, some sites are “immune,” and so never become infected.

More specifically, the inspiration for [GK23] began with the final paragraph in [BBM12, p. 439],
which proposes a polluted version of 𝐻-bootstrap percolation. Catalan percolation is associated
with the case that 𝐻 is a directed triangle. As is well known, triadic closure plays an important role
in, e.g., social networks. See, e.g., Granovetter’s [Gra73] work on “the strength of weak ties.” From
this point of view, Catalan percolation (and the transitive closure dynamics, more generally) aims to
study the interplay between the strength of such ties, and that of censorship. From a combinatorial
perspective, as discussed in [GK23], 𝑝c for Catalan percolation is also the point at which a product
can be computed at random, when brackets are available with probability 𝑝.

Let us now formally define the model. Fix a parameter 𝑝 ∈ [0, 1]. Consider the complete graph
with vertex set Z. We start by declaring each edge {𝑖, 𝑗} with 𝑗 ⩾ 𝑖 + 2 open independently with
probability 𝑝 and closed otherwise. We denote this probability measure by P𝑝. We next recursively
define a set of occupied edges by induction on the length of the edge. Firstly, all edges of the form
{𝑖, 𝑖+1} for 𝑖 ∈ Z are occupied. Secondly, each open edge {𝑖, 𝑘} such that there exists 𝑗 ∈ (𝑖, 𝑘) such
that {𝑖, 𝑗} and { 𝑗 , 𝑘} are both occupied is also occupied, while closed edges cannot be occupied.
For 𝑛 ⩾ 2, we define

𝜑𝑛 (𝑝) = P𝑝 ({0, 𝑛} is occupied | {0, 𝑛} is open) , (1.1)

𝑝c = inf
{
𝑝 : lim inf

𝑛→∞
𝜑𝑛 (𝑝) > 0

}
, (1.2)

keeping in mind that 𝜑𝑛 (𝑝) is monotone in 𝑝, but not in 𝑛. For convenience, we also set 𝜑1(𝑝) = 1/𝑝
for any 𝑝 ∈ (0, 1]. In view of Fig. 0.1, we expect that 𝜑𝑛 converges to the step function 1𝑝>𝑝c ,
except possibly at 𝑝c. Note that in the related oriented percolation setting, this convergence holds
also at 𝑝c, see Bezuidenhout and Grimmett [BG90].

In [GK23] (see Theorem 1.3), it is shown that Catalan percolation has a non-trivial phase
transition of constant order. (On the other hand, for the full transitive closure dynamics, a transition
occurs at (log 𝑛)−1/2+𝑜(1) , see Theorems 1.1 and 1.2 in [GK23].) More precisely, using connections
with Catalan structures (binary trees) and oriented percolation, it can be seen (as explained below)
that

1/4 ⩽ 𝑝c ⩽ 𝑝o
c , (1.3)

where 𝑝o
c is the critical probability of oriented site percolation onZ2. We refer the reader to Durrett’s

classical review [Dur84] on oriented percolation in two dimensions (see also [Lig99,Lig05,HS22]
for more recent and general accounts). For the reader’s convenience, we recall that 0.6882 ⩽ 𝑝o

c ⩽
2



Figure 1.1. Illustration of the binary tree representation of Catalan percolation.

0.7491 [GWS80, BBS94] (also see [Lig95] for a slightly weaker upper bound). It is believed that
𝑝o

c ≈ 0.7055 (see, e.g., [EGD88]).
The key to (1.3) is the following “graphical representation” of the Catalan percolation dynamics,

used in [GK23], from which the connection to binary trees and oriented percolation becomes clear.
For each open or initially occupied edge {𝑖, 𝑗}, with 𝑖 < 𝑗 , place a node 𝑣(𝑖, 𝑗) at ((𝑖+ 𝑗)/2, 𝑗−𝑖−1)
in the plane. Note that, since all nearest-neighbor edges {𝑖, 𝑖 + 1} are initially occupied, there are
nodes 𝑣(𝑖, 𝑖 + 1) at height 0 (i.e., along the 𝑥-axis) between the integers. For all other nodes 𝑣(𝑖, 𝑗),
at some height 𝑗 − 𝑖−1 > 0, we include edges from 𝑣(𝑖, 𝑗) to each pair of nodes 𝑣(𝑖, 𝑘) and 𝑣(𝑘, 𝑗),
with 𝑖 < 𝑘 < 𝑗 .

Clearly, the edge {0, 𝑛} is occupied by the Catalan percolation dynamics if and only if there
exists a binary tree rooted at 𝑣(0, 𝑛), with leaves 𝑣(0, 1), . . . , 𝑣(𝑛 − 1, 𝑛). See Fig. 1.1. As is
well known, the Catalan number 𝐶𝑛 = 1

𝑛+1
(2𝑛
𝑛

)
⩽ 4𝑛 counts the number of such trees. Therefore,

𝑝𝜑𝑛 (𝑝) ⩽ (4𝑝)𝑛, leading to the lower bound in (1.3).
On the other hand, the upper bound in (1.3) comes from restricting the dynamics in such a way

that whenever a new edge {𝑖, 𝑗} is occupied, due to some {𝑖, 𝑘} and {𝑘, 𝑗}, it must be the case
that at least one of {𝑖, 𝑘} or {𝑘, 𝑗} is an initially occupied, nearest-neighbor edge. In other words,
the process is forced to “nucleate,” in the sense that the maximal length of an occupied edge can
increase by at most 1 in each time step. From the perspective of the graphical representation, the
occupation of {0, 𝑛}, via these restricted dynamics, corresponds to the presence of an open path
from 𝑣(0, 𝑛) to the 𝑥-axis in oriented site percolation. This leads to the upper bound in (1.3). We
also note that, from this viewpoint, oriented site percolation can be regarded as the local version of
Catalan percolation, in the sense of [GH09,HT24].

The full Catalan percolation dynamics are richer than either of the two extremes represented in
(1.3). Indeed, our main result shows that 𝑝𝑐 lies strictly between the two.

Theorem 1.1. The critical Catalan percolation threshold 𝑝c satisfies

1/4 < 𝑝c < 𝑝o
c ,

where 𝑝o
c is the critical threshold for oriented site percolation on Z2.

In fact, we will prove a more detailed result, Theorem 1.2 below, which requires some additional
preparation.

As it is common in percolation (see Grimmett’s monograph [Gri99] and, e.g., the recent work of
Duminil-Copin, Goswami, Rodriguez, Severo and Teixeira [DGR+23]), we also introduce critical
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values of subcritical and supercritical exponential decay, as follows:

𝑝−c = sup
{
𝑝 : lim sup

𝑛→∞

1
𝑛

log 𝜑𝑛 (𝑝) < 0
}
, (1.4)

𝑝+c = inf
{
𝑝 : lim sup

𝑛→∞

1
𝑛

log(1 − 𝜑𝑛 (𝑝)) < 0
}
. (1.5)

Clearly, 𝑝−c ⩽ 𝑝c ⩽ 𝑝+c and it is natural to expect that equality holds, but proving this in a model,
such as Catalan percolation, with such intricate dependencies appears quite challenging. Note that,
as opposed to more standard percolation models, we have above 𝑝+c that any long open edge is
occupied with very high probability. With this notation, the Catalan union bound above actually
implies 𝑝−c ⩾ 1/4. Moreover, in [GK23, §3], a Peierls argument was used to prove that

𝑝+c ⩽ 1 − 2−32. (1.6)

1.2. Strict inequalities and stretched lattices in percolation. In percolation (see [Gri99] for
background), once the occurrence of a non-trivial phase transition is established, one of the
most natural goals is to determine the critical value 𝑝c, or its proxies 𝑝−c , 𝑝

+
c . It is usually not

reasonable to expect 𝑝c to have a simple exact expression, so one seeks to estimate or bound this
value. It is often the case, as for Catalan percolation, that a simpler reference model (oriented
site percolation in our case) can be used to bound the model of interest. If one seeks to improve
on the corresponding inequality (the second one in (1.3)), the most classical and, essentially the
only, approach is the Aizenman–Grimmett essential enhancement method, as pioneered in [AG91].
Roughly speaking, this method gives a precise meaning to the intuition that if we add a non-trivial
amount of connections to the reference model (in a way that is not deterministically useless) then
this strictly decreases the critical parameter. This is the case when the enhancement is added in
an independent way [AG91] (cf. Balister, Bollobás and Riordan [BBR14]). This method has also
been influential beyond the realm of percolation (see, e.g., Taggi [Tag23]).

However, in models with long range dependency, proving such strict inequalities between critical
parameters is highly non-trivial. Indeed, the only such result we are aware of, for a model with non-
decaying correlations, is the work of Duminil-Copin, Hilário, Kozma and Sidoravicius [DHKS18]
on brochette percolation. This is achieved by revisiting the Aizenman–Grimmett approach, based
on a Russo formula and a partial differential inequality, relating the derivatives of 𝜑𝑛 with respect to
the parameter 𝑝 and an enhancement parameter. Yet, the long range of correlations makes the proof
quite delicate. In addition to a quantitative version of the essential enhancement idea, [DHKS18]
relies on refined properties of critical (unoriented) bond percolation on the plane, perhaps the best
understood model of percolation [Gri99], as well as a result of Kesten, Sidoravicius and Vares
[KSV22] on oriented percolation in a random environment. In terms of unoriented percolation,
[DHKS18] uses Russo–Seymour–Welsh results in conjunction with a bound on the 4-arm critical
exponent. A further renormalisation leads to oriented percolation in a random environment, for
which [KSV22] establishes that, if the disorder is sufficiently sparse, percolation is maintained.

The result of [KSV22] is itself highly non-trivial, and should be put in context. It is related
to the celebrated work of Hoffman [Hof05] on percolation on stretched lattices. While there
have been several works investigating what kind of (long-range) disorder destroys percolation, the
recent work of Hilário, Sá, Sanchis and Teixeira [HSST23] will be the most relevant in our current
context. In this work, a simplified multi-scale renormalisation approach is proposed, for proving
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that percolation withstands sparse disorder, recovering the results of [Hof05,KSV22]. We note that,
in [HSST23], a certain model of oriented percolation with geometric defects proves instrumental.

1.3. Main results. Our overarching goal, in this work, is to further develop tools for proving strict
inequalities for critical percolation parameters. We will use Catalan percolation as a study case,
improving on all of the inequalities in (1.3) and (1.6). We recall that 𝑝−c ⩽ 𝑝c ⩽ 𝑝+c , as defined in
(1.2), (1.4) and (1.5).

Theorem 1.2. For Catalan percolation, we have that

𝑝−c > 0.254, (1.7)
𝑝+c ⩽ 𝑝o

c , (1.8)
𝑝c < 𝑝o

c . (1.9)

In Section 3, we prove Eq. (1.7), via a generating functions approach, which accounts for
correlations that are omitted in the simple Catalan union bound, discussed above.

Equation (1.8) requires only relatively standard oriented percolation results. The short proof of
this fact is presented in Section 4.

Equation (1.9) is the most innovative part of our work. A detailed outline of the proof is given
in Section 2 below, but let us also make some brief remarks here. In Section 5, we show that, to
establish a strict inequality, it suffices to introduce only a small amount of the additional Catalan
percolation dynamics, namely, edges of length two. Perhaps the most remarkable feature of our
proof is that it does not use any form of the Aizenman–Grimmett differential inequality approach
to essential enhancements, as opposed to [DHKS18]. We also avoid the use of critical exponent
inequalities, which are unavailable in our oriented setting. On the other hand, we still rely on
Russo–Seymour–Welsh theory at criticality, which was recently established by Duminil-Copin,
Tassion and Teixeira [DTT17] in the oriented setting, as well as the oriented percolation with
geometric defects in [HSST23]. Curiously, our proof of Eq. (1.9) is purely qualitative, and does
not yield a quantitative bound.

While percolation models with strong dependencies are difficult to tackle, we hope that our
approach will broaden the scope of models which are amenable to analysis.

1.4. Simulations. We supplement our rigorous results with numerical simulations in several di-
rections. First, in Fig. 1.2, we provide the result of a direct Monte Carlo simulation of the model,
determining occupied edges by dynamic programming, using the standard increasing coupling of
P𝑝 for different values of 𝑝 ∈ [0, 1]. The results suggest that 𝑝c ∈ [0.39, 0.41].

In Fig. 1.3, we display a similar Monte Carlo simulation, for the Catalan percolation model
truncated as in the proof of Eq. (1.9), using only edges up to a certain length in the oriented
percolation representation. The results clearly suggest that the critical values of these truncated
models converge to 𝑝c, as the truncation goes to infinity.

Concerning the lower bound, in Fig. 1.4, we perform a semi-rigorous study. Instead of the exact
values of 𝜑𝑛 (𝑝) for small 𝑛, as in the proof of Eq. (1.7), we use the Monte Carlo estimates of 𝜑𝑛 (𝑝),
displayed in Fig. 0.1, and plug them into our rigorous lower bound. In this case, the results suggest
that our lower bound sequence does not converge to 𝑝c, as one takes higher levels of dependency
into account. The reasons for this are further discussed in Section 3.4 below.
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Figure 1.2. We use the standard percolation coupling: edge {𝑖, 𝑗} is assigned an
i.i.d. 𝑢𝑖, 𝑗 ∼ Unif (0, 1), and is open if 𝑢𝑖, 𝑗 ⩽ 𝑝. We condition that {0, 𝑛} is open.
For a given realisation, we define 𝑝c (𝑛) to be the minimal 𝑝 such that {0, 𝑛} is
occupied. The figure plots estimates of the average of 𝑝c (𝑛), surrounded by a
one-standard-deviation envelope, estimated via 2000 Monte Carlo rounds.

1.5. The expected out-degree. Let us close this introduction with some speculation and intrigue.
Recall that 𝑝𝜑𝑛 (𝑝) is the probability that {0, 𝑛} is occupied. It would appear that the expected
out-degree of 0, given by the series

∞∑︁
𝑛=1

𝑝𝜑𝑛 (𝑝) = 1 + 𝑝 + 2𝑝2 + 4𝑝3 + 9𝑝4 + 21𝑝5 + 52𝑝6 + 129𝑝7 + 335𝑝8 + · · · ,

has positive, integer-valued coefficients. If they were to have a combinatorial description, then
perhaps one could actually locate the radius of convergence, and perhaps then 𝑝𝑐.

1.6. Acknowledgements. The authors began this project during a workshop at the University of
Bath, organized by Alexandre Stauffer and DV, and funded by a Heilbronn Focused Research
Grant. We thank Aurélia Deshayes, Janko Gravner, Marcelo Hilário, Daniel Kious, Alexandre
Stauffer, Réka Szabó, Vincent Tassion, Augusto Teixeira and Cristina Toninelli for enlightening
conversations. This research was funded in part (IH) by the Austrian Science Fund (FWF) P35428-
N and in part (EA) by ANR grant ProGraM (ANR-19-CE40-0025).

2. Outline of the proof that 𝑝c < 𝑝o
c

In this section, we discuss the main ideas behind the proof that 𝑝c < 𝑝o
c carried out in detail in

Section 5. Several steps are involved, as outlined below.
Step 1 (Enhanced oriented percolation). We first introduce a model of oriented percolation with
edges (𝑥, 𝑥 + (1, 0)), (𝑥, 𝑥 + (0, 1)) and (𝑥, 𝑥 + (0, 2)), somewhat similar to the (unoriented)
brochette percolation of Duminil-Copin, Hilário, Kozma and Sidoravicius [DHKS18]. Sites are
open with probability 𝑝 and length 1 edges are always open. For any 𝑛, the edges of the form
((𝑥, 2𝑛), (𝑥, 2𝑛 + 2)) are either all closed or all open, the latter having probability 𝑞. For fixed
𝑞, we can define a critical value 𝑝c(𝑞). It then suffices to prove that for any 𝑞 > 0 we have
𝑝c(𝑞) < 𝑝c(0) = 𝑝o

c . Indeed, Catalan percolation with parameter 𝑝 dominates this enhanced
6
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Figure 1.3. We only permit edge {𝑖, 𝑗} to be oc-
cupied via (occupied) edges {𝑖, 𝑘} and {𝑘, 𝑗} with
|𝑖−𝑘 | ⩽ 𝐿 or | 𝑗−𝑘 | ⩽ 𝐿. We call the resulting thresh-
old 𝑝+c (𝐿, 𝑛). Clearly, 𝑝c (𝑛) ⩽ 𝑝+c (𝐿, 𝑛). We take
𝑛 = 2000, and perform 2000 Monte Carlo estimates,
and plot (in blue) the mean with a one-standard-
deviation envelope. For comparison, we plot (in red)
a horizontal line of our estimate of 𝑝c (2000) ≈ 0.4.

0 20 40 60 80 100

0.25
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0.28

0.29

pc (L) against L

Figure 1.4. We simulate the functions 𝜑ℓ for small
ℓ ⩽ 100 via 106 Monte Carlo rounds, to precision
10−4. We plug these into our rigorous lower bound
developed in Section 3: the estimate 𝑝−c (𝐿) uses the
first 𝐿 estimates. Notice that the curve does not seem
to converge to 𝑝c ≈ 0.40. See Section 3.4 for more
on this. For comparison, the real value 𝑝−c (1) is 0.25,
the Catalan bound.

oriented percolation model with 𝑞 = 𝑝, so that 𝑝c ⩽ max(𝑝, 𝑝c(𝑝)) < 𝑝o
c for any 𝑝 ∈ (0, 𝑝o

c). To
see this, we consider binary trees such that at each level either one of the children is a leaf, or the
second child has exactly two descendants (corresponding to length 2 edges).
Step 2 (Edge speed). A classical object in 2-dimensional oriented percolation is the edge of the
process [Dur84]. The right (resp. left) edge 𝑟2𝑛 (resp. 𝑙2𝑛) is the largest (resp. smallest) 𝑥 such
that {. . . ,−1, 0} × {0} (resp. {0, 1, . . . } × {0}) is connected to (𝑥, 2𝑛) via an open path. A
subadditive theorem of Durrett [Dur80] (also see [Lig05]) gives the existence of the right edge
speed 𝛼(𝑝, 𝑞) = lim𝑛→∞ 𝑟2𝑛/(2𝑛) and similarly for the left edge speed 𝛽(𝑝, 𝑞). It is a classical
result of Griffeath [Gri81] that 𝛼(𝑝c(0), 0) = 𝛽(𝑝c(0), 0) = 1. Still by classical means [Dur80],
we prove that 𝛼 is strictly increasing and 𝛽 strictly decreasing in 𝑞. While this step requires some
minor adaptations, the proofs are essentially identical to the ones for the classical model with 𝑞 = 0.
This is achieved by choosing the correct direction, with respect to which to define the edge speeds,
so that dependencies are kept perpendicular to the (vertical) time axis and independence in time is
preserved.
Step 3 (Crossing good times). We next show that, whenever 𝛼(𝑝, 𝑞) ≠ −∞, there is a large proba-
bility to cross a very elongated parallelogram, whose long side has slope 𝛼(𝑝, 𝑞) and short side is
horizontal, from bottom to top. The proof follows the lines of Durrett [Dur84] and applies also to
𝛽(𝑝, 𝑞). We apply this result for some 𝑞 > 0 fixed and 𝑝 = 𝑝c(0), so that 𝛼(𝑝, 𝑞) > 1 > 𝛽(𝑝, 𝑞)
by Step 2. We call the resulting large parallelogram a (right or left) box. We next view the state of
length 2 edges as a random environment. The above yields that there is a high probability “good”
event on the random environment, on which (vertically) crossing a box is likely.
Step 4 (Crossing bad times). If the environment were always good, we would already be done by
constructing a 1-dependent (renormalised) oriented bond percolation out of left and right boxes.
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However, at some times the environment is bad. Let us focus on an interval of bad times. If
the interval is not longer than the height 𝑚 of a box, we can cross it with high probability via a
path of slope 1 by Step 3 applied to 𝑞 = 0. However, the bad interval could be much longer. In
that case, we still ask for a path of slope (approximately) 1 with fluctuations of order 𝑜(𝑚) (see
Fig. 5.2). In order to lower bound the probability of such paths, we use the box crossing result of
Duminil-Copin, Tassion and Teixeira [DTT17] applied at (𝑝, 𝑞) = (𝑝c(0), 0). This yields that in
an interval of bad times, crossing a rectangle of width 𝑜(𝑚) and height 𝑘𝑚 is at least 𝜀𝑘 for some
small 𝜀 > 0 independent of 𝑚.
Step 5 (Oriented percolation with geometric defects). With the ingredients above, we renormalise
the enhanced oriented percolation model to oriented percolation with geometric defects introduced
and studied recently by Hilário, Sá, Sanchis and Teixeira [HSST23], via multi-scale renormalisation.
In this model, bonds of the oriented square lattice at “level” 𝑖 ∈ Z are open independently with
probability 𝑝1+𝜉𝑖 , where 𝜉𝑖 is a sequence of i.i.d. geometric random variables. The result of
[HSST23] is that this model percolates if the expectation of the geometric variables is sufficiently
low and 𝑝 is sufficiently close to 1.

In the renormalisation, edges correspond to boxes at good times, while the variables 𝜉𝑖 encode
the lengths of bad time intervals. Indeed, Step 3 ensures that bad times are rare and, at good
times, boxes are likely to be crossed, while Step 4 gives that bad intervals are crossed at a cost
with an exponential tail, independently of the renormalisation (and therefore independently of how
likely the good environment is). Furthermore, the renormalisation is performed carefully, so as
to keep crossings of bad times for different renormalised vertices independent (disjoint), which
allows renormalised edges to be 1-dependent only at good times. Then, a classical result of Liggett,
Schonmann and Stacey [LSS97] can be used to recover independence. Once this renormalisation
is complete, we are able to conclude, because the relevant crossing probabilities are all continuous
in 𝑝, and so we may decrease this parameter a little and remain supercritical.

3. Strict lower bound, 𝑝−c > 0.254

First, we will describe our general method for lower bounds in Section 3.1. In Section 3.2, for
the purpose of illustration, we use this method to prove that 𝑝−c ⩾ 1/4. Finally, in Section 3.3, we
push the method further to show that 𝑝−c > 0.254.

Let 𝜃𝑛 (𝑝) = 𝑝𝜑𝑛 (𝑝) be the probability that the edge {0, 𝑛} is occupied.

3.1. Method for lower bound. Our starting point is expressing 𝑝−c in terms of the radius of
convergence of a power series. For a sequence {𝑎𝑛} (with either 𝑛 ⩾ 0 or 𝑛 ⩾ 1), let rad({𝑎𝑛}) =
1/lim sup 𝑎1/𝑛

𝑛 denote the radius of convergence of the power series
∑

𝑛 𝑎𝑛𝑥
𝑛. Then, recalling the

definition of 𝑝−c in (1.4), we have

𝑝−c = sup{𝑝 > 0 : rad({𝜃𝑛 (𝑝)}) > 1}. (3.1)

Our strategy will be to find functions 𝑝 ↦→ 𝑎𝑛 (𝑝), satisfying

𝑎𝑛 (𝑝) ⩾ 𝜃𝑛 (𝑝), 𝑝 ∈ [0, 1], (3.2)

and so that rad({𝑎𝑛 (𝑝)}) is easy to analyse (by studying the associated generating function). Note
that (3.2) gives rad({𝑎𝑛 (𝑝)}) ⩽ rad({𝜃𝑛 (𝑝)}), so

𝑝−c ⩾ sup{𝑝 > 0 : rad({𝑎𝑛 (𝑝)}) > 1}. (3.3)
8



In order to find {𝑎𝑛 (𝑝)} satisfying (3.2), we will use the recurrence relation

𝜃𝑛 (𝑝) ⩽ 𝑝

𝑛−1∑︁
𝑘=1

𝜃𝑘 (𝑝)𝜃𝑛−𝑘 (𝑝), (3.4)

which follows from the definition of an edge being occupied and a union bound. More specifically,
for fixed 𝑛0 ⩾ 1, we will define {𝑎 (𝑛0)

𝑛 (𝑝)} by using the precise probabilities 𝜃𝑛 (𝑝) for small 𝑛 ⩽ 𝑛0,
and the union bound for all larger 𝑛 > 𝑛0. Formally, we set

𝑎
(𝑛0)
𝑛 (𝑝) =

{
𝜃𝑛 (𝑝), 1 ⩽ 𝑛 ⩽ 𝑛0;

𝑝
∑𝑛−1

𝑘=1 𝑎
(𝑛0)
𝑘
(𝑝)𝑎 (𝑛0)

𝑛−𝑘 (𝑝), 𝑛 > 𝑛0.
(3.5)

Comparing this with (3.4), and using induction, it follows that (3.2) holds.

3.2. Catalan bound, revisited. We first implement the above method with 𝑛0 = 1 in (3.5).
Recall that the Catalan numbers are given by 𝐶𝑛 =

1
𝑛+1

(2𝑛
𝑛

)
for 𝑛 ∈ N, and satisfy

𝐶𝑛 =

𝑛−1∑︁
𝑘=0

𝐶𝑘𝐶𝑛−𝑘−1, 𝑛 ⩾ 1. (3.6)

Noting that 𝑎 (1)1 (𝑝) = 𝐶0 = 1, comparing (3.5) and (3.6) and using induction, we see that

𝑎
(1)
𝑛 (𝑝) = 𝑝𝑛−1𝐶𝑛−1, 𝑛 ⩾ 1.

In particular, rad({𝑎 (1)𝑛 (𝑝)}) = 1
𝑝
rad({𝐶𝑛}). It is well known that rad({𝐶𝑛}) = 1/4 (this can for

instance be checked using 𝐶𝑛 =
1

𝑛+1
(2𝑛
𝑛

)
and Stirling’s formula). Hence, rad({𝑎 (1)𝑛 (𝑝)}) = 1/(4𝑝),

and now 𝑝−c ⩾ 1/4 readily follows from (3.3).

3.3. Beyond Catalan. Taking 𝑛0 = 2 in (3.5) would not improve on the above, since 𝑎
(2)
2 (𝑝) =

𝑎
(1)
2 (𝑝) = 𝑝, and hence 𝑎

(2)
𝑛 (𝑝) = 𝑎

(1)
𝑛 (𝑝) for all 𝑛 and 𝑝. Therefore, we take 𝑛0 = 3. Note that

𝑎
(3)
1 (𝑝) = 1 = 𝑎

(2)
1 (𝑝), 𝑎

(3)
2 (𝑝) = 𝑝 = 𝑎

(2)
2 (𝑝), 𝑎

(3)
3 (𝑝) = 2𝑝2 − 𝑝3 < 2𝑝2 = 𝑎

(2)
3 (𝑝).

(3.7)
We now study rad({𝑎 (3)𝑛 (𝑝)}), which we abbreviate as 𝑥3(𝑝). Define the power series

C(𝑥) =
∞∑︁
𝑛=1

𝑎
(3)
𝑛 (𝑝)𝑥𝑛,

suppressing the dependence on 𝑝. For 𝑛 ⩾ 4, we have 𝑎
(3)
𝑛 (𝑝) = 𝑝

∑𝑛−1
𝑘=1 𝑎

(3)
𝑘
(𝑝)𝑎 (3)

𝑛−𝑘 (𝑝). Multi-
plying this by 𝑥𝑛, and summing over 𝑛 ⩾ 4, gives

C(𝑥) − 𝑎 (3)1 (𝑝)𝑥 − 𝑎
(3)
2 (𝑝)𝑥

2 − 𝑎 (3)3 (𝑝)𝑥
3 = 𝑝

(
C(𝑥)2 − (𝑎 (3)1 (𝑝))

2𝑥2 − 2𝑎 (3)1 (𝑝)𝑎
(3)
2 (𝑝)𝑥

3
)
.

Then, using (3.7) and simplifying, we obtain

𝑝C(𝑥)2 − C(𝑥) + 𝑥 − 𝑝3𝑥3 = 0.

In other words, the quadratic equation

𝑝𝑋2 − 𝑋 + 𝑥 − 𝑝3𝑥3 = 0
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is solved by 𝑋 = C(𝑥) for any 𝑥 < 𝑥3(𝑝). The discriminant of this quadratic equation is

Δ(𝑝, 𝑥) = 4𝑝4𝑥3 − 4𝑝𝑥 + 1,

and (with 𝑝 being fixed) the smallest positive value of 𝑥 for which Δ(𝑝, 𝑥) = 0 is 𝑥 = 𝑥3(𝑝). See,
e.g., Flajolet and Sedgewick [FS09, Lemma VII.4] for general theoretical background.

The above considerations imply that the map 𝑝 ↦→ 𝑥3(𝑝) is continuous on (0, 1], and that
𝑥3(𝑝) → 𝑥3(0) = ∞, as 𝑝 → 0. It then follows that

sup{𝑝 > 0 : 𝑥3(𝑝) > 1} ⩾ inf{𝑝 > 0 : 𝑥3(𝑝) = 1}. (3.8)

The set of 𝑝 > 0 for which 𝑥3(𝑝) = 1 is contained in the set of 𝑝 > 0 for which Δ(𝑝, 𝑥3(𝑝)) =
Δ(𝑝, 1). Therefore, since Δ(𝑝, 𝑥3(𝑝)) = 0, the right-hand side is larger than or equal to

inf{𝑝 > 0 : Δ(𝑝, 𝑥3(𝑝)) = Δ(𝑝, 1)} = inf{𝑝 > 0 : Δ(𝑝, 1) = 0}. (3.9)

Using these considerations, together with (3.3), we see that 𝑝−c is larger than the smallest positive 𝑝

satisfying 4𝑝4 − 4𝑝 + 1 = 0, which is larger than 0.254 > 1/4.

3.4. Further iterations. Of course, it is possible to obtain increasingly better bounds, by taking
increasingly larger 𝑛0 in (3.5). Let 𝑝𝑚 = sup{𝑝 > 0 : rad({𝑎 (𝑚)𝑛 (𝑝)}) > 1}, so that, by (3.4), we
have 𝑝−c ⩾ 𝑝𝑚 for any 𝑚. The sequence (𝑝𝑚)𝑚⩾1 is estimated in Fig. 1.4. In principle, 𝜃𝑛 can be
written down for arbitrarily large 𝑛, but it gets ever more complicated. Instead, we used Monte
Carlo to estimate 𝜑𝑚, and hence 𝜃𝑚, for 𝑚 ⩽ 100 to obtain Fig. 1.4. It appears to converge to
between 0.28 and 0.29, which is much less than our numerical estimate 𝑝𝑐 ≈ 0.4.

Roughly speaking, the reason for this is that our method accounts only for “microscopic”
dependencies. That is, even if we plug in the exact values of 𝜃ℓ, for all ℓ ⩽ 𝑛0, for some large
𝑛0, into the recursive upper bound (3.5) on 𝜃𝑛, we then take 𝑛 → ∞, with 𝑛0 fixed, in the above
analysis. As such, this method misses the effect of “macroscopic” dependencies. For instance, note
that, crucially, it does not account for the fact that, for 𝑛 ⩾ 𝑛0, the events that {0, 𝑛} and {1, 𝑛 + 1}
are occupied are far from being disjoint.

4. Upper bound, 𝑝+c ⩽ 𝑝o
c

Recall 𝑝+c from (1.5). In this section, we show that 𝑝+c ⩽ 𝑝o
c .

4.1. Coupling with oriented percolation. We start by explaining the coupling with oriented
percolation discussed in Section 1.1 in more detail. Let P𝑝 denote the probability measure such
that each site (𝑚, 𝑛) ∈ Z2 with 𝑚 + 𝑛 even is open independently with probability 𝑝. To define the
Catalan percolation configuration, for 𝑗 ⩾ 𝑖 + 2, we declare the edge {𝑖, 𝑗} ⊂ Z open, whenever the
site (𝑖 + 𝑗 , | 𝑗 − 𝑖 |) is open. Note that, we are, for convenience, considering a slight modification
(scaled and translated) of the coupling in Section 1.1. In particular, we now have that sites at “level”
𝑘 represent edges of length 𝑘 . Let 𝐿𝑘 = Z × {𝑘} denote the set of vertices with 𝑦-coordinate 𝑘 .

For ℓ ⩽ 𝑚 and 𝑣1 ∈ 𝐿𝑚, an open path from 𝑣1 to 𝐿ℓ is a sequence of open sites 𝑣1, 𝑣2, . . . 𝑣𝑚−ℓ
such that 𝑣𝑖 − 𝑣𝑖−1 ∈ {(−1,−1), (1,−1)} for all 1 < 𝑖 ⩽ 𝑚. Note that 𝑣𝑚−ℓ ∈ 𝐿ℓ+1, if 𝑚 ≠ ℓ. We
denote by 𝑣 → 𝐿ℓ the event that there exists an open path from 𝑣 to 𝐿ℓ. Open paths therefore
correspond to sequences of occupied edges, growing in length one unit at each time step; see
Fig. 4.1. In particular, if there is an open path from the site (𝑖 + 𝑗 , | 𝑗 − 𝑖 |) to the line 𝐿1, this implies
that the edge {𝑖, 𝑗} is occupied in Catalan percolation.
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Finally, we recall the critical threshold of oriented site percolation on Z2:

𝑝o
c = inf

{
𝑝 > 0 : lim inf

𝑛→∞
P𝑝 ((1, 1) → 𝐿−𝑛) > 0

}
.

(n, n)

Figure 4.1. An example of the oriented percolation coupling, with 𝑛 = 7. At left:
a series of occupied edges, in which each is obtained by extending the one above
it by one unit to the left or right. At right: the associated path in the oriented site
percolation model. Note that the bottom left corner is (1, 1) and the bottom right
corner is (2𝑛 − 1, 1).

4.2. Proof. We now give the proof of Eq. (1.8). The strategy is to show that there is a very high
probability of finding an integer 𝑘 such that the edges {0, 𝑘} and {𝑘, 𝑛} are both occupied in Catalan
percolation. In the coupling with percolation, this corresponds to finding a 𝑘 such that the vertices
(𝑘, 𝑘) and (𝑛 + 𝑘, 𝑛 − 𝑘) are both connected to the line 𝐿1 by an open path.

Let us note that the coupling, and the general strategy described above, are, in fact, the same as
in [GK23, §3]. However, our current proof leads to a stronger result. In [GK23], (1.6) is proved
using a Peierls argument. On the other hand, our current proof of Eq. (1.8) rests on the following
two, classical results from oriented (site) percolation.

Theorem 4.1 (Exponential death bound [DG83]). For any 𝑝 > 𝑝o
c , there exists a 𝑐 > 0 such that,

for any 𝑘 ⩽ 𝑛, we have that

P𝑝 ((1, 1) → 𝐿−𝑘 , (1, 1) ̸→ 𝐿−𝑛) ⩽ 𝑒−𝑐𝑘 .

Theorem 4.2 (Large deviations of the density of the infinite cluster [DS88]). For any 𝑝 > 𝑝o
c , there

exist 𝜀, 𝑐 > 0 such that, for any integer 𝑛 ⩾ 1 and finite set 𝐴 ⊂ Z+, we have that

P𝑝 ( |{𝑎 ∈ 𝐴 : (𝑎, 𝑎) → 𝐿−𝑛}| ⩽ 𝜀 |𝐴|) ⩽ 𝑒−𝑐 |𝐴| .

Strictly speaking, [DS88] proves this result for 𝐴 given by a horizontal interval with slightly
different axes for the oriented percolation directions, but the same proof works.

Proof of 𝑝+c ⩽ 𝑝o
c . Fix 𝑝 > 𝑝o

c and a large enough integer 𝑛 ⩾ 2. Define the random sets

𝐴 =
{
𝑎 ∈ Z ∩ [7𝑛/16, 9𝑛/16] : (𝑎, 𝑎) → 𝐿 ⌈3𝑛/8⌉

}
,

𝐵 =
{
𝑎 ∈ Z ∩ [7𝑛/16, 9𝑛/16] : (𝑛 + 𝑎, 𝑛 − 𝑎) → 𝐿 ⌈3𝑛/8⌉

}
.

Roughly speaking, these are the positions of the sites around the middle of the left and right sides
of the triangle in Fig. 4.1, with fairly long open paths to level 3𝑛/8. By Theorem 4.2 we have
P𝑝 ( |𝐴| < 𝜀𝑛) ⩽ 𝑒−𝑐𝑛, for suitable 𝜀, 𝑐 > 0, independent of 𝑛.
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Notice that 𝐴 and 𝐵 are measurable with respect to the state of sites in

𝑇 =

⌊9𝑛/16⌋⋃
𝑘=⌈3𝑛/8⌉

{(𝑘 + 2ℓ, 𝑘) : 0 ⩽ ℓ ⩽ ⌊9𝑛/16⌋ − 𝑘} ,

𝑇 ′ =
⌊9𝑛/16⌋⋃
𝑘=⌈3𝑛/8⌉

{(2𝑛 − 𝑘 − 2ℓ, 𝑘) : 0 ⩽ ℓ ⩽ ⌊9𝑛/16⌋ − 𝑘} ,

respectively, and that these two triangles are disjoint. See Fig. 4.2.

(1, 1) (2n− 1, 1)

(n, n)

L3n/8

L1

Figure 4.2. An example with 𝑛 = 16. Note that 𝐴 and 𝐵 are measurable with
respect to the sets of sites in 𝑇 and 𝑇 ′, shaded in blue and red, respectively. Here
𝑎 = 9𝑛/16 realises the desired event.

Therefore, by independence, symmetry and Theorem 4.2, we find that

P𝑝 (�𝑎 ∈ 𝐴 ∩ 𝐵 |𝐴) ⩽ 𝑒−𝑐 |𝐴| .

Note that, we have, in fact, only used a weaker version of Theorem 4.2, going back to [DG83] (see
also [Dur84, Section 9]).

Finally, applying Theorem 4.1 (see again Fig. 4.2), we obtain

P𝑝 ({0, 𝑛} is open, but not occupied)
⩽ 𝑝P𝑝

(
�𝑎 ∈ Z ∩ [7𝑛/16, 9𝑛/16] : {0, 𝑎} and {𝑎, 𝑛} occupied

)
⩽ 𝑝P𝑝

(
�𝑎 ∈ Z ∩ [7𝑛/16, 9𝑛/16] : (𝑎, 𝑎) → 𝐿1, (𝑛 + 𝑎, 𝑛 − 𝑎) → 𝐿1

)
⩽ P𝑝 ( |𝐴| < 𝜀𝑛) + P𝑝

(
|𝐴| ⩾ 𝜀𝑛, �𝑎 ∈ 𝐴 ∩ 𝐵

)
+ P𝑝

(
∃(𝑖, 𝑗) ∈ 𝑇 ∪ 𝑇 ′ : 𝑗 ⩾ 7𝑛

16 , (𝑖, 𝑗) → 𝐿 ⌈3𝑛/8⌉ , (𝑖, 𝑗) ̸→ 𝐿1

)
⩽ 𝑒−𝑐𝑛 + 𝑒−𝑐𝜀𝑛 + 𝑛2𝑒−𝑐(⌊𝑛/16⌋−1) .

Since 𝑛 can be taken arbitrarily large, with 𝑐, 𝜀 > 0 fixed, this concludes the proof. ■
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5. Strict upper bound, 𝑝c < 𝑝o
c

As outlined in Section 2, the proof of (1.9) relies on a certain model of enhanced oriented site
percolation on Z2, which, roughly speaking, is the usual oriented site percolation model, but with
the possibility of opening some vertical edges of length two. The interesting feature (and difficulty)
of this model is that these additional edges are strongly correlated. In fact, in each row, we will
open all such edges with some positive probability (or else they are all closed), independently of
other rows. Our main result is that, no matter how small this probability is, this strictly decreases
the critical parameter for the existence of an infinite, open path starting from the origin.

5.1. Enhanced oriented percolation. In this subsection, we perform the first step of Section 2.
Namely, we define our auxiliary model of interest more precisely and state our main result concern-
ing its behavior. Fix two parameters 𝑝, 𝑞 ∈ [0, 1]. All sites (𝑥, 𝑛) ∈ Z2 are open with probability
𝑝, independently of each other, and all oriented edges ((𝑥, 𝑛), (𝑥 + 1, 𝑛)) and ((𝑥, 𝑛), (𝑥, 𝑛 + 1)) of
length one are open with probability 1. Additionally, independently for each 𝑛 ∈ Z, all the oriented
edges ((𝑥, 2𝑛), (𝑥, 2𝑛 + 2))𝑥∈Z of length two are open (all at once) with probability 𝑞. Edges and
sites which are not open are closed.

A path is a sequence of vertices (𝑥𝑖, 𝑛𝑖)𝑘𝑖=0 such that ((𝑥𝑖, 𝑛𝑖), (𝑥𝑖−1, 𝑛𝑖−1)) is an edge for each
𝑖 ∈ {1, . . . , 𝑘} (regardless whether it is open or closed). The path (𝑥𝑖, 𝑛𝑖)𝑘𝑖=0 is open if all its edges
((𝑥𝑖, 𝑛𝑖), (𝑥𝑖−1, 𝑛𝑖−1))𝑘𝑖=1 are open and the sites (𝑥𝑖, 𝑛𝑖)𝑘𝑖=1 are open (if 𝑘 = 0, the path is open by
convention). In other words, a path is open if all its edges and vertices are open, except possibly
the first vertex. (We allow this possibility for technical convenience, as then we can concatenate
paths independently.)

A path is called simple if it is open and if, whenever an edge of length two is used, say
((𝑥, 2𝑛), (𝑥, 2𝑛 + 2)), the vertex (𝑥, 2𝑛 + 1) is closed. That is, length-two edges are only used if
necessary. Note that, given any two vertices, if there exists an open path between them, there also
exists a simple path between them, and so we can restrict our attention to simple paths. This will
be useful, as two simple paths cannot cross without sharing at least one vertex.

We denote the law of this model by P𝑝,𝑞. Note that it can be seen as a probability measure on
{0, 1}Z2 × {0, 1}Z. We write (𝑥, 𝑛) → (𝑦, 𝑚) for the event that there exists an open path from (𝑥, 𝑛)
to (𝑦, 𝑚). Likewise, (𝑥, 𝑛) → ∞ denotes the event that there exists an infinite open path starting
from (𝑥, 𝑛). Also, given 𝐴, 𝐵, 𝐶 ⊂ Z2, let 𝐴 𝐵−→ 𝐶 denote the event that some site in 𝐴 is connected
to some site in 𝐶 by an open path contained in 𝐵. In this notation, we omit 𝐵 if it is equal to Z2.
Given any 𝑞 ∈ [0, 1], we define the critical parameter of this model as:

𝑝c(𝑞) = inf
{
𝑝 : P𝑝,𝑞 ((0, 0) → ∞) > 0

}
.

Note that, by definition, 𝑝c(0) = 𝑝o
c is the critical parameter for the classical model of oriented site

percolation. Our main result is the following.

Theorem 5.1. For any 𝑞 > 0, we have that 𝑝c(𝑞) < 𝑝c(0) = 𝑝o
c .

We will prove this result in the remaining subsections, but let us first deduce (1.9) of Theorem 1.2
from Theorem 5.1.

Proof of (1.9). By Theorem 5.1, we can fix 𝑝 < 𝑝o
c such that 𝑝c(𝑝′) < 𝑝, with 𝑝′ = 1 −

√︁
1 − 𝑝.

We couple Catalan percolation with parameter 𝑝 and our enhanced oriented percolation model
with parameters (𝑝, 𝑝′) as follows, similarly to Section 4.1 (see Fig. 5.1). Fix 𝑛 ⩾ 3. For Catalan
percolation, we declare the edges {𝑖, 𝑗} for 𝑗 ⩾ 𝑖 + 3 open independently with probability 𝑝. For
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enhanced oriented percolation, we declare site (𝑖, 𝑗) for 𝑖 ⩾ 0 and 𝑗 ∈ [0, 𝑛−3− 𝑖] open if and only
if the Catalan edge { 𝑗 , 𝑛− 𝑖} is open. We further consider independent Bernoulli random variables
𝜉 𝑗 , 𝜉

′
𝑗

with parameter 𝑝′ for 𝑗 ∈ Z. For 𝑗 ∈ Z, the length two Catalan edge { 𝑗 , 𝑗 + 2} is open if
and only if 𝜉 𝑗 + 𝜉′𝑗 ≠ 0, which has probability 𝑝 = 1 − (1 − 𝑝′)2. For any 𝑗 ∈ Z, to incorporate
the enhancement, we further declare the edge ((𝑖, 2 𝑗), (𝑖, 2 𝑗 + 2)) open for all 𝑖 ∈ Z if and only if
𝜉2 𝑗 = 1.

It is not hard to check that, if (0, 0) → (𝑖, 𝑗) occurs with 𝑖 + 𝑗 ∈ {𝑛− 4, 𝑛− 3} and 𝜉′
𝑗
= 𝜉′

𝑗+2 = 1,
then {0, 𝑛} is occupied in Catalan percolation. Indeed, by induction, the Catalan edge corresponding
to each site in the path from the origin to (𝑖, 𝑗) is occupied. Consider the event that the origin
reaches ℓ1 distance at least 𝑛 − 4 in enhanced oriented percolation:

X =
⋃

𝑖+ 𝑗∈{𝑛−4,𝑛−3}
{(0, 0) → (𝑖, 𝑗)}.

By the above considerations, and independence, we have the uniform bound
P𝑝 ({0, 𝑛} is occupied) ⩾ P𝑝,𝑝′ (X)(𝑝′)2 ⩾ P𝑝,𝑝′ ((0, 0) → ∞)(𝑝′)2 > 0.

Recalling (1.2), this yields (1.9), as desired. ■

n− 4

ξ′4 = ξ′6 = 1

Figure 5.1. An example of the coupling, with 𝑛 = 12. At left: A sequence of
occupied edges. Each edge of length greater than 4 is obtained by extending the
edge underneath either by one in either direction, or by two to the left if its left
endpoint is even. At right: The coupled path in the oriented site percolation model,
along with the relevant values of 𝜉′

𝑗
. The blue path on the right is a rotation of the

blue path on the left by 135 degrees. The final steps from an edge of length four
to two edges of length two are shown in black.

5.2. Edge speeds. The second step in the proof of Theorem 5.1 (see Section 2) is to show that if
𝑝 = 𝑝o

c and 𝑞 > 0, then the open cluster of the origin spreads out at positive speed as the time (i.e.
vertical) coordinate increases. This result is mostly classical, but we include its proof in our setting
in Appendix A for the reader’s convenience.

We start with some notation. Fix 𝑝 ∈ (0, 1) and 𝑞 ∈ [0, 1). For 𝐴 ⊂ Z and 𝑚, 𝑛 ∈ Z with 𝑚 ⩽ 𝑛,
define

𝜉𝑚,𝑛 (𝐴) := {𝑥 ∈ Z : 𝐴 × {𝑚} → {(𝑥, 𝑛)}} . (5.1)
In words, 𝜉𝑚,𝑛 (𝐴) is the set of 𝑥-coordinates of sites at level 𝑛 that are accessible from sites at level
𝑚, whose 𝑥-coordinates are in 𝐴.
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For 𝑛 ⩾ 0, we also write

𝜉𝑛 (𝐴) := 𝜉0,𝑛 (𝐴), 𝑟𝑛 := max 𝜉𝑛 (−N), 𝑙𝑛 := min 𝜉𝑛 (N).

The following is a consequence of Liggett’s subadditive theorem (see Appendix A.1).

Lemma 5.2 (Existence of edge speeds). If 𝑝 ∈ (0, 1) and 𝑞 ∈ [0, 1), there exist 𝛼(𝑝, 𝑞) ∈ [−∞,∞)
and 𝛽(𝑝, 𝑞) ∈ (0,∞] such that almost surely under P𝑝,𝑞,

𝑟2𝑛
2𝑛

𝑛→∞−−−−→ 𝛼(𝑝, 𝑞), 𝑙2𝑛
2𝑛

𝑛→∞−−−−→ 𝛽(𝑝, 𝑞).

The edge speeds 𝛼 and 𝛽 from Lemma 5.2 satisfy the following strict inequalities proved in
Appendix A.1.

Lemma 5.3 (Strict inequalities for edge speeds). If 𝑞 > 0, then

𝛼(𝑝c(0), 𝑞) > 1, 𝛽(𝑝c(0), 𝑞) < 1.

5.3. Crossing boxes in the supercritical regime. The third step in the proof of Theorem 5.1 (see
Section 2) is to establish that certain boxes are likely to be crossed. For this we need some geometric
notation.

Given two vectors 𝑢, 𝑣 ∈ R2 with det(𝑢, 𝑣) > 0, we denote by

𝑅(𝑢, 𝑣) = ( [0, 1)𝑢 + [0, 1)𝑣) ∩ Z2

the parallelogram generated by 𝑢, 𝑣. For such a parallelogram 𝑅 = 𝑅(𝑢, 𝑣), we define

C→(𝑅) = {[0, 1)𝑣
𝑅−→ 𝑢 + [0, 1)𝑣}, C↑(𝑅) = {[0, 1)𝑢

𝑅−→ 𝑣 + [0, 1)𝑢},

C←(𝑅) = {𝑢 + [0, 1)𝑣
𝑅−→ [0, 1)𝑣},

that is, the events that 𝑅 is crossed in each of the three directions by an open path. Note that here we
use the convention that the start and end points of the crossing paths are allowed to be at Euclidean
distance smaller than one from the boundary of 𝑅, as long as they are inside 𝑅. Also in the whole
remainder of this section, we use the convention that any inequality of the form P𝑝,𝑞 (C↑(𝑅)) > 𝜃,
should be interpreted as the fact that the probability to cross any translate of 𝑅 in the upward
direction is larger than 𝜃 (and similarly for crossings in the other directions→ and←). All proofs
will generally be done only for one instance of the parallelograms, and it should be clear that, with
minor modification in each case, they extend to any translate. The next statement is proved in
Appendix A.2 by classical means from [Dur84].

Lemma 5.4 (Annealed box crossing). Let 𝑝 ∈ (0, 1) and 𝑞 ∈ [0, 1) be such that 0 < 𝛽(𝑝, 𝑞) ⩽
𝛼(𝑝, 𝑞) < ∞. Then, for any 𝛿 > 0 and 𝜀 > 0, the following holds for 𝑛 large enough. Letting

𝑢 = (𝛿𝑛, 0), 𝑣 = (𝛼(𝑝, 𝑞) · 𝑛, 𝑛), 𝑤 = (𝛽(𝑝, 𝑞) · 𝑛, 𝑛), (5.2)

we have

P𝑝,𝑞 (C↑(𝑅(𝑢, 𝑣))) > 1 − 𝜀, P𝑝,𝑞 (C↑(𝑅(𝑢, 𝑤))) > 1 − 𝜀.
15



5.4. Crossing bad times: Russo–Seymour–Welsh theory. The fourth step in the proof of The-
orem 5.1 (see Section 2) deals with bad times, that is, time intervals when insufficiently many
length-two edges are open. Since the length-two edges fail to provide enough help, we will com-
pletely disregard them. As such, this brings us to crossing estimates for the classical oriented site
percolation model. These are based on the following result, which summarises the main content of
[DTT17].

Theorem 5.5 ([DTT17, Theorem 1.3, Proposition 4.2, Remark 4.4]). There exists 𝜀 > 0 such that,
for any 𝑚 ∈ N large enough, there exists 𝑤𝑚 ∈ [𝜀𝑚2/5, 𝑚1−𝜀] ∩ Z such that

P𝑝o
c ,0(C→(𝑅(3𝑢, 𝑣)) ⩾ 𝜀, P𝑝o

c ,0(C↑(𝑅(𝑢, 3𝑣))) ⩾ 𝜀, P𝑝o
c ,0(C←(𝑅(3𝑢, 𝑣))) ⩾ 𝜀

with 𝑢 = (𝑤𝑚,−𝑤𝑚) and 𝑣 = (𝑚, 𝑚).

Next, we will adapt the geometry of the crossings provided by Theorem 5.5 to suit our needs.

Corollary 5.6. There exists 𝜀 > 0, such that for any 𝑚 ∈ N large enough, there exists an integer
ℓ ∈ [𝜀𝑚2/5, 𝑚1−𝜀], for which

P𝑝o
c ,0

(
C↑(𝑅((ℓ, 0), (𝑚 − 4ℓ, 𝑚)))

)
⩾ 𝜀, P𝑝o

c ,0
(
C↑(𝑅((ℓ, 0), (𝑚 + 4ℓ, 𝑚)))

)
⩾ 𝜀.

Proof. Let 𝑀 = ⌈ 𝑚20⌉. Recalling Theorem 5.5, set 𝑢 = (𝑤𝑀 ,−𝑤𝑀), and 𝑣 = (𝑀, 𝑀). For 𝑖 ∈ Z let
𝑅𝑖 = 𝑖(2𝑣 − 2𝑢) + 𝑅(𝑢, 3𝑣) and 𝑆𝑖 = 𝑖(2𝑣 − 2𝑢) + 𝑅(3𝑢, 𝑣). Consider the event

A =

9⋂
𝑖=0

(
C↑(𝑅𝑖) ∩ C←(𝑆𝑖)

)
,

and note, as illustrated in Fig. 5.2, that

A ⊂ C↑(𝑅((𝐿, 0), 20(𝑣 − 𝑢))),

with 𝐿 = 3𝑀 + 𝑤𝑀 − 𝜃 (3𝑀 − 𝑤𝑀), and 𝜃 =
2𝑀−2𝑤𝑀

2𝑀+2𝑤𝑀
.

By the Harris inequality [Har60] and Theorem 5.5, we have P𝑝o
c ,0(A) ⩾ 𝜀, for some fixed 𝜀 > 0,

and any 𝑚 large enough. Moreover,

𝐿 ⩽ 3𝑀 + 𝑤𝑀 − (3𝑀 − 𝑤𝑀)
(
1 − 2

𝑤𝑀

𝑀

)
⩽ 8𝑤𝑀 ,

and
20(𝑣 − 𝑢) = 20(𝑀 + 𝑤𝑀 , 𝑀 + 𝑤𝑀) − 40(𝑤𝑀 , 0).

In particular, letting ℓ = 10𝑤𝑀 , one has for 𝑚 large enough, that

P𝑝o
c ,0(C↑(𝑅((ℓ, 0), (𝑚 − 4ℓ, 𝑚)))) ⩾ P𝑝o

c ,0(C↑(𝑅((𝐿, 0), 20(𝑣 − 𝑢)))) ⩾ P𝑝o
c ,0(A) ⩾ 𝜀.

Similarly,
P𝑝0

c ,0
(
C↑(𝑅((ℓ, 0), (𝑚 + 4ℓ, 𝑚)))

)
⩾ 𝜀,

which completes the proof. ■
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Figure 5.2. If the three shaded rectangles of dimensions either 3𝑤𝑀 ×𝑀 or 𝑤𝑀 ×
3𝑀 are crossed in the appropriate directions, then the thickened parallelogram is
also crossed.

5.5. Oriented percolation in a random environment. Finally, we are ready to proceed to the
final step in the proof of Theorem 5.1 (recall Section 2).

Proposition 5.7 (Renormalisation). Let 𝜀 > 0 and 0 < 𝛽 < 1 < 𝛼 be given. Let 𝜌 = 𝜌(𝛼, 𝛽) > 0,
be such that 𝛽 + 2𝜌 < 1, 𝛼 − 2𝜌 > 1, and 𝛼 − 𝛽 ⩾ 12𝜌. Define

𝑢𝛼,𝛽 = (𝜌, 0), 𝑣𝛼 = (𝛼, 1), 𝑣𝛽 = (𝛽, 1).
Then there exist 𝜀′ > 0, such that for any 𝑚 ⩾ 1, any ℓ ∈ [1, 𝜌𝑚2 ], and any 𝑝, 𝑞 ∈ [0, 1) the
following holds. If

P𝑝,𝑞
(
C↑

(
𝑅(𝑚 · 𝑢𝛼,𝛽, 𝑚 · 𝑣𝛼)

)
∩ C↑

(
𝑅(𝑚 · 𝑢𝛼,𝛽, 𝑚 · 𝑣𝛽)

) )
⩾ 1 − 𝜀′, (5.3)

and
P𝑝,0

(
C↑ (𝑅((ℓ, 0), (𝑚 + 4ℓ, 𝑚))) ∩ C↑ (𝑅((ℓ, 0), (𝑚 − 4ℓ, 𝑚)))

)
⩾ 𝜀, (5.4)

then 𝑝c(𝑞) < 𝑝.

Before proving Proposition 5.7, let us conclude the proof of the main result of this section,
Theorem 5.1.

Proof of Theorem 5.1. Fix 𝑝 = 𝑝o
c and 𝑞 > 0. By Lemmas 5.2 and 5.3, we have 0 < 𝛽 < 1 < 𝛼 <

∞, setting 𝛼 = 𝛼(𝑝, 𝑞) and 𝛽 = 𝛽(𝑝, 𝑞). Fix 𝜀′ provided by Proposition 5.7 for 𝜀 given by (𝜀)2,
where 𝜀 is the value of 𝜀 provided by Corollary 5.6. It then suffices to find 𝑚 ⩾ 1 and ℓ ∈ [1, 𝜌𝑚2 ]
so that Eqs. (5.3) and (5.4) hold. By Lemma 5.4 and a union bound, Eq. (5.3) is satisfied for any 𝑚

large enough. Finally, by Corollary 5.6 and the Harris inequality [Har60], for any 𝑚 large enough
we can choose ℓ ∈ [1, 𝜌𝑚2 ] so that Eq. (5.4) holds. ■

The proof of Proposition 5.7 relies on the recent result [HSST23, Theorem 8.2].

Theorem 5.8 (Oriented percolation with geometric defects, [HSST23]). Let 𝑝, 𝛿 ∈ (0, 1) and
𝜉 = (𝜉𝑖)𝑖∈N be a sequence of independent random variables with P(𝜉 = 𝑘) = (1 − 𝛿)𝛿𝑘 for 𝑘 ∈ N.
Endow N2 with the oriented edge set 𝐸 = {((𝑛, 𝑖), (𝑛 + 1, 𝑖)), ((𝑛, 𝑖), (𝑛 + 1, 𝑖 + 1)) : 𝑛, 𝑖 ∈ N2}.
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Conditionally on the environment 𝜉, we declare each edge from (𝑛, 𝑖) to be open independently
with probability 𝑝𝜉𝑛+1 for all (𝑛, 𝑖) ∈ N2. Denoting the law of this process by P𝜉𝑝, the following
holds. There exists 𝜀 > 0 such that if 𝛿 ⩽ 𝜀 and 𝑝 ⩾ 1 − 𝜀, then for almost every environment 𝜉,
under P𝜉𝑝, there is an infinite open path starting at the origin with positive probability.

Proof of Proposition 5.7. Let 0 < 𝛽 < 1 < 𝛼, 𝜀, 𝜀′ > 0, 𝑚 ⩾ 1, ℓ ∈ [1, 𝜌𝑚2 ] and 𝑝, 𝑞 be given, so
that (5.3) and (5.4) are satisfied. Let

𝑅𝛼 = 𝑅(𝑚 · 𝑢𝛼,𝛽, 𝑚 · 𝑣𝛼), 𝑅𝛽 = 𝑅(𝑚 · 𝑢𝛼,𝛽, 𝑚 · 𝑣𝛽). (5.5)

First note that it suffices to show that the probability that the origin is connected to infinity by an
open path is positive under P𝑝,𝑞, since then by continuity of the probabilities in (5.3) and (5.4) as
functions of 𝑝, this would remain true for a smaller value of 𝑝.

The strategy is to compare our model with the model of oriented bond percolation in random
environment considered in Theorem 5.8. Here the role of the random environment is played by
the state of all length-two edges, whose associated sigma-field is denoted by E. Declare an integer
𝑛 ⩾ 0 good if

P𝑝,𝑞

(
C↑((0,

𝑛𝑚

2
) + 𝑅𝛼) ∩ C↑((0,

𝑛𝑚

2
) + 𝑅𝛽)

��� E) ⩾ 1 −
√
𝜀′, (5.6)

and call it bad otherwise. Denoting by Q𝑞 the law of all length-two edges and using Eq. (5.3), one
has

𝜀′ ⩾ 1 − P𝑝,𝑞
(
C↑((0,

𝑛𝑚

2
) + 𝑅𝛼) ∩ C↑((0,

𝑛𝑚

2
) + 𝑅𝛽)

)
⩾ Q𝑞 (𝑛 is bad) ×

√
𝜀′,

from which we infer that for any 𝑛 ∈ N,

Q𝑞 (𝑛 is good) ⩾ 1 −
√
𝜀′.

It follows that the random variables (1{𝑛 is good})𝑛⩾0, form a sequence of 1-dependent identically
distributed Bernoulli random variables, with mean larger than 1 −

√
𝜀′. Thus, by the Liggett–

Schonmann–Stacey theorem [LSS97], one can ensure the existence of independent Bernoulli
random variables (𝑋𝑛)𝑛⩾0, with mean 1 − 𝛿, such that for all 𝑛 ∈ N,

1{𝑛 is good} ⩾ 𝑋𝑛,

where 𝛿 > 0 can be taken arbitrarily close to 0, by choosing 𝜀′ small enough. We also set 𝑋−1 = 1.
Next, we identify the intervals of good times, by defining the sequence (𝜏𝑛 : 𝑛 ⩾ −1) inductively,
by 𝜏−1 = −1, and

𝜏𝑛 = inf{𝑘 ⩾ 𝜏𝑛−1 + 1 : 𝑋𝑘 = 1}, 𝜉𝑛 = 𝜏𝑛 − 𝜏𝑛−1 − 1,

for 𝑛 ∈ N. By construction the (𝜉𝑛)𝑛⩾0 are independent random variables with common law given
by

𝑃(𝜉𝑛 = 𝑘) = 𝛿𝑘 (1 − 𝛿), for all 𝑘 ⩾ 0. (5.7)
Now we define a renormalized lattice, similarly to [Dur84, Section 9], at least on good rows

(corresponding to integers 𝑛 such that 𝑋𝑛 = 1), and using also a notion of stretched bonds, to
accommodate the crossing of consecutive bad rows.

We define inductively the new vertices (𝑧𝑛,𝑖)𝑛⩾0,𝑖⩾0 (in [0,∞)2) of our renormalized lattice as
follows (see Fig. 5.4). First

𝑧0,𝑖 = 𝑖𝑚 ·
(𝛼 − 𝛽

2
− 2𝜌, 0

)
, for 𝑖 ⩾ 0,
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and note that by definition of 𝜌, one has 𝛼−𝛽
2 − 2𝜌 ⩾ 4𝜌. Next, given 𝑛 ⩾ 0, we start by defining

for 𝑖 ⩾ 0,
𝑧̃𝑛,𝑖 = 𝑧𝑛,𝑖 +

𝑚𝜉𝑛

2
· (1, 1),

and then let
𝑧𝑛+1,𝑖 = 𝑧̃𝑛,𝑖 +

𝑚

2
· (2𝜌 + 𝛽, 1). (5.8)

Now we consider a new lattice N2, with edge set 𝐸 from Theorem 5.8. For any 𝑛 ⩾ 0 and 𝑖 ⩾ 0,
we declare the vertex (𝑛, 𝑖) open if either 𝜉𝑛 = 0 (in which case 𝑧𝑛,𝑖 = 𝑧̃𝑛,𝑖), or, when 𝜉𝑛 ⩾ 1, if the
following two events hold without using any length-two edge (see Fig. 5.4):

𝜉𝑛−1⋂
𝑗=0
C↑

(
𝑧𝑛,𝑖, 𝑗 + 𝑅((ℓ, 0), (𝑚 + 4(−1) 𝑗ℓ, 𝑚))

)
, (5.9)

and
𝜉𝑛−1⋂
𝑗=0
C↑

(
𝑧′𝑛,𝑖, 𝑗 + 𝑅((ℓ, 0), (𝑚 + 4(−1) 𝑗+1ℓ, 𝑚))

)
, (5.10)

where for all 𝑗 ⩾ 0,

𝑧𝑛,𝑖, 𝑗 = 𝑧𝑛,𝑖 + (𝜌𝑚 − ℓ, 0) + 𝑗

(𝑚
2
,
𝑚

2

)
+ 3ℓ · 1{ 𝑗 is odd} · (1, 0),

and

𝑧′𝑛,𝑖, 𝑗 = 𝑧𝑛,𝑖 + (2𝜌𝑚, 0) + 𝑗

(𝑚
2
,
𝑚

2

)
− 3ℓ · 1{ 𝑗 is odd} · (1, 0).

Furthermore, we say that the edge ((𝑛, 𝑖), (𝑛 + 1, 𝑖 + 1)) is open, if the following event holds

C↑( 𝑧̃𝑛,𝑖 + 𝑅𝛼) ∩ C↑( 𝑧̃𝑛,𝑖 + (2𝜌𝑚, 0) + 𝑅(𝑚 · 𝑢𝛼,𝛽,
𝑚

2
· 𝑣𝛽)), (5.11)

and similarly we say that the edge ((𝑛, 𝑖), (𝑛 + 1, 𝑖)) is open if the following event holds

C↑( 𝑧̃𝑛,𝑖 + 𝑅(𝑚 · 𝑢𝛼,𝛽,
𝑚

2
· 𝑢𝛼)) ∩ C↑( 𝑧̃𝑛,𝑖 + (2𝜌𝑚, 0) + 𝑅𝛽). (5.12)

An open path in the new lattice is a sequence (𝑛1, 𝑖1), . . . , (𝑛𝑘 , 𝑖𝑘 ) (possibly with 𝑘 = ∞), such that
for each 1 ⩽ 𝑗 < 𝑘 , (𝑛 𝑗 , 𝑖 𝑗 ) is open and ((𝑛 𝑗 , 𝑖 𝑗 ), (𝑛 𝑗+1, 𝑖 𝑗+1)) is an open edge.

The proof of Proposition 5.7 is complete if we prove the following two lemmas. ■

Lemma 5.9. For almost every realization of the environment and the (𝑋𝑛)𝑛⩾0 variables, whose
sigma-algebra is denoted F 𝑋 , the following holds. Under P𝑝,𝑞 (·|E, F 𝑋), the origin is in an infinite
open path in the renormalized lattice with positive probability.

Lemma 5.10. If there exists an infinite open path in the renormalized lattice, then there is an
infinite open path in the original lattice.

Proof of Lemma 5.9. For 𝑛, 𝑖 ⩾ 0, define the random variables
𝑌𝑛,𝑖 = 1{(𝑛, 𝑖) is open}. (5.13)

For an edge 𝑒 = (𝑎, 𝑏) ∈ 𝐸 , we define

𝑍𝑒 =

{
1{𝑒 is open} if 𝑌𝑎 = 𝑌𝑏 = 1
1 otherwise.

(5.14)
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m

ρm
z̃n,i

z̃n,i+1

zn+1,i

zn+1,i+1

zn+2,i zn+2,i+1

Figure 5.3. Illustration of how the crossings of different parallelograms may be
glued together, when 𝜉𝑛+1 = 0. In this example the two edges emanating from both
(𝑛, 𝑖) and (𝑛 + 1, 𝑖) are open since the corresponding parallelograms are crossed
vertically (by blue paths).

zn,i zn,i,0 z′n,i,0 zn+1,i

zn,i,1

z′n,i,1

ρm

m

z̃n,i

Figure 5.4. Illustration of the definitions in (5.9) and (5.10). In this example
𝜉𝑛 = 2, and (𝑛, 𝑖) is open, since the corresponding parallelograms are crossed
vertically (by blue paths). It is also apparent that the last parallelograms pass
between 𝑧̃𝑛,𝑖 + (𝜌𝑚, 0) and 𝑧̃𝑛,𝑖 + 2(𝜌𝑚, 0), which are marked by red dots.
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Let F 𝑌 be the sigma-algebra generated by (𝑌𝑛,𝑖)(𝑛,𝑖)∈N2 . Set P = P𝑝,𝑞 (·|E, F 𝑋 , F 𝑌 ). Note that by
the Harris inequality and the definition of a good integer (recall (5.6)), for any edge 𝑒 = (𝑎, 𝑏) ∈ 𝐸 ,
one almost surely has

P(𝑍𝑒 = 1) = 1{𝑌𝑎𝑌𝑏 = 0} + 1{𝑌𝑎𝑌𝑏 = 1} · P𝑝,𝑞 (𝑍𝑒 = 1 | E, F 𝑋 , 𝑌𝑎 = 𝑌𝑏 = 1)
⩾ 1{𝑌𝑎𝑌𝑏 = 0} + 1{𝑌𝑎𝑌𝑏 = 1} · P𝑝,𝑞 (𝑍𝑒 = 1 | E, F 𝑋) ⩾ 1 −

√
𝜀′.

Moreover, we claim that, under P, the random variables (𝑍𝑒)𝑒∈𝐸 are 1-dependent. In fact, un-
der P𝑝,𝑞 (·|E, F 𝑋), the variables (𝑌𝑛,𝑖)(𝑛,𝑖)∈N2 and (𝑍𝑒)𝑒∈𝐸 are jointly 1-dependent. Indeed, for
𝑉1, 𝑉2 ⊂ N2 and 𝐸1, 𝐸2 ⊂ 𝐸 with 𝐸1, 𝑉1 not incident with 𝐸2, 𝑉2, the vectors (𝑌𝑣, 𝑍𝑒)𝑣∈𝑉1,𝑒∈𝐸1 and
(𝑌𝑣, 𝑍𝑒)𝑣∈𝑉2,𝑒∈𝐸2 are independent, because they depend on length one edges (we have conditioned
on E) in deterministic disjoint regions in space. In particular, (𝑌𝑣)𝑣∈N2 are independent under
P𝑝,𝑞 (·|E, F 𝑋).

By 1-dependence of (𝑍𝑒)𝑒∈𝐸 under P and [LSS97], the following holds, for arbitrarily small
𝛿′ > 0, provided 𝜀′ > 0 is small enough. We can find independent Bernoulli random variables
(𝑍𝑒)𝑒∈𝐸 with parameter 1 − 𝛿′, such that

𝑍𝑒 ⩾ 𝑍𝑒, (5.15)
for all 𝑒 ∈ 𝐸 . Since their law does not depend on E, F 𝑋 , F 𝑌 , they are independent of these
sigma-fields.

As we already established, (𝑌𝑛,𝑖)𝑛,𝑖∈N are independent and, by (5.4) and the Harris inequality, the
parameter of 𝑌𝑛,𝑖 is at least 𝜀2𝜉𝑛 . Consequently one can define a sequence of independent Bernoulli
random variables (𝑊𝑒)𝑒∈𝐸 , so that for each 𝑛, 𝑖 ⩾ 0, if 𝑒 and 𝑓 are the two edges emanating from
(𝑛, 𝑖), then 𝑊𝑒 and 𝑊 𝑓 have mean 𝜀4𝜉𝑛 , and satisfy

𝑌𝑛,𝑖 ⩾ max(𝑊𝑒,𝑊 𝑓 ). (5.16)
Indeed, this is always possible if 𝜀 is not too large, which we can always assume.

We now declare an edge 𝑒 ∈ 𝐸 to be good if 𝑊𝑒 = 𝑍𝑒 = 1, which by independence between 𝑊𝑒

and 𝑍𝑒 holds with probability
𝜀4𝜉𝑛 (1 − 𝛿′), (5.17)

independently for each edge 𝑒. Forgetting about the states of vertices, we end up with a new model
of oriented bond percolation, which almost fits the setting of Theorem 5.8. More precisely, we
would be able to apply Theorem 5.8, if the factor 𝜀4 in (5.17) were replaced by 1 − 𝛿′. However,
one can easily recover the exact setting of Theorem 5.8 as follows. Fix 𝑀 such that 𝜀4/𝑀 ⩾ 1 − 𝛿′.
Then simply observe, recalling (5.7), that 𝑀𝜉𝑛 is stochastically dominated by a geometric random
variable with mean that can be chosen arbitrarily close to zero by taking smaller 𝜀′ if necessary
(while still fixing 𝛿′ and 𝑀).

Hence, by Theorem 5.8, with positive probability, under P(·|E, F 𝑋), there is an infinite good
path. Putting (5.13), (5.14), (5.15) and (5.16) together, we obtain that any good path yields an open
path, concluding the proof of Lemma 5.9. ■

Proof of Lemma 5.10. It is useful to note first that, for any 𝑛, 𝑖 ⩾ 0, one has

𝑧𝑛,𝑖 = 𝑧𝑛,0 + 𝑖𝑚 ·
(𝛼−𝛽

2 − 2𝜌, 0
)
, (5.18)

which is immediate by induction on 𝑛. Also, recalling (5.5), for each (𝑛, 𝑖) ∈ N2, let

𝑅1
𝑛,𝑖 := 𝑧̃𝑛,𝑖 + 𝑅𝛼, 𝑅2

𝑛,𝑖 := 𝑧̃𝑛,𝑖 + 2(𝜌𝑚, 0) + 𝑅𝛽,
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and notice that these two parallelograms completely cross each other before reaching the level of
𝑧𝑛+1,𝑖, in the sense that, at this level, the left-most point of 𝑅1

𝑛,𝑖
is on the right of the right-most point

of 𝑅2
𝑛,𝑖

(since 3𝜌𝑚 + 𝛽𝑚

2 ⩽
𝛼𝑚
2 , by the definition of 𝜌).

Next, assume that an edge emanating from (𝑛, 𝑖) ∈ N2 is open, say ((𝑛, 𝑖), (𝑛 + 1, 𝑖)).
Case 1: assume 𝜉𝑛+1 = 0. We need to verify that if any of the two edges emanating from (𝑛+1, 𝑖) is

open, then any vertical crossing of 𝑅2
𝑛,𝑖

may be glued to the crossings of 𝑅1
𝑛+1,𝑖 and 𝑅2

𝑛+1,𝑖, before
they reach the level of 𝑧𝑛+2,𝑖. This can be checked using the following fact, see also Fig. 5.3.

Denoting by 𝑧1 the horizontal coordinate of a point 𝑧 ∈ R2, by (5.8), one has

𝑧̃1
𝑛,𝑖 + 2𝜌𝑚 + 𝛽𝑚

2
= 𝑧1

𝑛+1,𝑖 + 𝜌𝑚,

so that at the level of 𝑧𝑛+1,𝑖, the parallelogram 𝑅2
𝑛,𝑖

passes exactly in between 𝑅1
𝑛+1,𝑖 and 𝑅2

𝑛+1,𝑖,
allowing all crossing paths to be glued together, see Fig. 5.3.

Moreover, the same reasoning applies if an edge emanating from (𝑛 + 1, 𝑖 + 1) is open, since

𝑧̃1
𝑛,𝑖 +

𝛼𝑚

2
= 𝑧1

𝑛+1,𝑖 +
(𝛼 − 𝛽)𝑚

2
− 𝜌𝑚 = 𝑧1

𝑛+1,𝑖+1 + 𝜌𝑚,

where the first equality follows from (5.8), and the second from (5.18). Thus, here again the
parallelogram 𝑅1

𝑛,𝑖
passes exactly between the 𝑅1

𝑛+1,𝑖+1 and 𝑅2
𝑛+1,𝑖+1, when arriving at the level of

𝑧𝑛+1,𝑖+1 (see Fig. 5.3).
Case 2: assume 𝜉𝑛+1 ⩾ 1. First, we note that it may be seen that any vertical crossing of 𝑅1

𝑛,𝑖
or

𝑅2
𝑛,𝑖

can be glued to the crossings in (5.9) or (5.10) (with 𝑛 + 1 instead of 𝑛). In the case of 𝑅2
𝑛,𝑖

,
one can check that the first parallelogram in (5.9),

𝑟1 = 𝑧𝑛+1,𝑖 + (𝜌𝑚 − ℓ, 0) + 𝑅((ℓ, 0), (𝑚 + 4ℓ, 𝑚)),

crosses 𝑅2
𝑛,𝑖

before reaching the higher level, using that 𝛽𝑚

2 + 𝜌𝑚 ⩽
𝑚
2 + ℓ. Thus, at the level of

𝑧𝑛+2,𝑖, the right-most point of 𝑅2
𝑛,𝑖

is on the left of the left-most point of 𝑟1. Moreover, the fact
that all crossings in (5.9) can be glued together is immediate by construction, see Fig. 5.4.

Likewise, the fact that the first parallelogram in (5.10) (with 𝑛 and 𝑖 replaced respectively
by 𝑛 + 1 and 𝑖 + 1) intersects any vertical crossing of 𝑅1

𝑛,𝑖
before reaching the higher level is

guaranteed by the fact that 𝛼𝑚
2 ⩾ 𝜌𝑚 + 𝑚

2 − ℓ, and thus, for the same reasons as before, all
crossings in (5.10) can be glued together.

Therefore, it only remains to see that in case when a vertex, say (𝑛, 𝑖), is open and any of the
two edges emanating from it is also open, the last crossings in (5.9) and (5.10) may be glued to
the crossings of 𝑅1

𝑛,𝑖
or 𝑅2

𝑛,𝑖
. To see this, assume for concreteness that the edge ((𝑛, 𝑖), (𝑛 + 1, 𝑖))

is open (the reasoning for ((𝑛, 𝑖), (𝑛 + 1, 𝑖 + 1)) being analogous).
Consider a crossing 𝛾1 of 𝑅2

𝑛,𝑖
and a crossing 𝛾2 of the first half of 𝑅1

𝑛,𝑖
, whose existence is

guaranteed by (5.12). Since 𝑅2
𝑛,𝑖

and the first half of 𝑅1
𝑛,𝑖

cross before reaching the level of 𝑧𝑛+1,𝑖,
the paths 𝛾1 and 𝛾2 also intersect before reaching this level. Thus, it can be seen, regardless of
the parity of 𝜉𝑛, and since ℓ ⩽ 𝜌𝑚/2, that the last parallelograms in (5.9) and (5.10) always pass
between 𝑧̃𝑛,𝑖 + (𝜌𝑚, 0) and 𝑧̃𝑛,𝑖 + (2𝜌𝑚, 0) (see Fig. 5.4). In particular, when arriving at the level
of 𝑧̃𝑛,𝑖, any crossing of these parallelograms, say 𝛾3, passes between the starting points of 𝛾1 and
𝛾2. Since 𝛾1 and 𝛾2 intersect before reaching the level of 𝑧𝑛+1,𝑖, 𝛾3 has to intersect either 𝛾1 or
𝛾2 before they intersect for the first time, implying that open paths can be glued together. ■
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Appendix A. Classical oriented percolation theory

A.1. Edge speeds.

Proof of Lemma 5.2. We claim that E𝑝,𝑞 [𝑟𝑛] < ∞. To see this, let (𝑟′𝑛)𝑛⩾0 be defined by

𝑟′0 := inf{𝑥 ⩾ 0 : (𝑥 + 1, 0) is closed},
𝑟′𝑛 := inf{𝑥 ⩾ 𝑟′𝑛−1 : (𝑥 + 1, 𝑛) is closed}, 𝑛 ⩾ 1.

We clearly have 𝑟𝑛 ⩽ 𝑟′𝑛 for all 𝑛, and 𝑟′𝑛 ∼
∑𝑛

𝑗=0𝑌 𝑗 , where𝑌0, 𝑌1, . . . are independent, Geometric(1−
𝑝) random variables. The claim readily follows. We can now define

𝛼(𝑝, 𝑞) := inf
𝑛⩾1

E𝑝,𝑞 [𝑟2𝑛]
2𝑛

∈ [−∞,∞). (A.1)

The process (𝑟2𝑛 − 𝑟′0)𝑛∈N has the properties required to apply Liggett’s subadditive ergodic theo-
rem [Lig05, Theorem VI.2.6] to conclude that 𝑟2𝑛

2𝑛
𝑛→∞−−−−→ 𝛼(𝑝, 𝑞) almost surely.

The treatment of the second statement is similar, only simpler. Since 𝑙𝑛 ⩾ 0 and equality is not
almost sure, we can directly define

𝛽(𝑝, 𝑞) := sup
𝑛⩾1

E𝑝,𝑞 [𝑙2𝑛]
2𝑛

∈ [0,∞] .

The subadditive ergodic theorem then gives 𝑙2𝑛
2𝑛

𝑛→∞−−−−→ 𝛽(𝑝, 𝑞)> 0 almost surely. ■

We next turn to proving Lemma 5.3, which requires some preparation.

Lemma A.1.
(i) If 𝑝 satisfies 𝛼(𝑝, 0) > −∞, then for any 𝑞 > 0,

𝛼(𝑝, 𝑞) − 𝛼(𝑝, 0) ⩾ 𝑞𝑝(1 − 𝑝)2. (A.2)

(ii) If 𝑝 satisfies 𝛽(𝑝, 0) < ∞, then for any 𝑞 > 0,

𝛽(𝑝, 𝑞) − 𝛽(𝑝, 0) ⩽ 𝑞𝑝(1 − 𝑝)2. (A.3)

Proof. To prove (A.2), we fix any 𝑝 such that 𝛼(𝑝, 0) > −∞, and for 𝑞 ⩾ 0 we let 𝑟𝑞𝑛 denote
the random variable 𝑟𝑛 under P𝑝,𝑞. The proof will follow a similar strategy as that used to prove
[Dur84, Equation (12)], proceeding in three main steps as follows.

(i) We first show that for any infinite sets 𝐴, 𝐵 ⊂ Z with 𝐴 ⊂ 𝐵 and max 𝐵 > max 𝐴, and for
any 𝑚 ⩽ 𝑛, we have

E𝑝,𝑞 [max 𝜉𝑚,𝑛 (𝐵) −max 𝜉𝑚,𝑛 (𝐴)] ⩾ 1. (A.4)

(ii) We then couple P𝑝,𝑞 with P𝑝,𝑞′ where 𝑞′ > 𝑞 ⩾ 0 under a common law P and use (A.4) to
show that

E[𝑟𝑞
′

2𝑛 − 𝑟
𝑞

2𝑛] ⩾ 1 − (1 − (𝑞′ − 𝑞)𝑝(1 − 𝑝)2)𝑛. (A.5)
(iii) We then tie this together to prove (A.2).
We start with Step (i). For concreteness, we take 0 = 𝑚 ⩽ 𝑛 (the proof is the same for 0 < 𝑚 ⩽ 𝑛).

We proceed as in [Dur84, Equation (13)]. By the assumptions that 𝐴 ⊂ 𝐵 and 𝑥∗ := max 𝐵 > max 𝐴,
and by monotonicity of 𝜉𝑛 (·) with respect to set inclusion, we have

max 𝜉𝑛 (𝐵) −max 𝜉𝑛 (𝐴) ⩾ max 𝜉𝑛 (𝐵) −max 𝜉𝑛 (𝐵\{𝑥∗}).
23



Using the definition of 𝜉𝑛 (·), we have

E𝑝,𝑞 [max 𝜉𝑛 (𝐵) −max 𝜉𝑛 (𝐵\{𝑥∗})] = E𝑝,𝑞
[
(max 𝜉𝑛 ({𝑥∗}) −max 𝜉𝑛 (𝐵\{𝑥∗}))+

]
.

By monotonicity and translation invariance, the right-hand side is larger than

E𝑝,𝑞
[
(max 𝜉𝑛 ({0}) −max 𝜉𝑛 (−N \ {0}))+

]
= E𝑝,𝑞 [max 𝜉𝑛 (−N) −max 𝜉𝑛 (−N \ {0})];

by translation invariance, the right-hand side equals 1. This proves (A.4).
We now turn to Step (ii). We couple P𝑝,𝑞 with P𝑝,𝑞′ under a common law P in the natural way: we

first sample a site percolation configuration under P𝑝,0, then for each set of vertical edges joining
height 2𝑛 to 2𝑛 + 2 we independently sample 𝑈𝑛 ∼ Uniform[0, 1], and add the corresponding
vertical edges under P𝑝,𝑞 (respectively P𝑝,𝑞′) precisely when 𝑈𝑛 ⩽ 𝑞 (respectively 𝑈𝑛 ⩽ 𝑞′). In the
coupled model, we write (𝜉𝑞𝑛 (𝐴))𝑛⩾1 for the process with parameters (𝑝, 𝑞) and (𝜉𝑞

′
𝑛 )𝑛⩾1 for the

process with parameters (𝑝, 𝑞′). In particular, 𝑟𝑞𝑛 = max 𝜉𝑞𝑛 (−N) and 𝑟
𝑞′
𝑛 = max 𝜉𝑞

′
𝑛 (−N).

We now set
𝜏 = inf{𝑛 ∈ 2N : 𝑟𝑞𝑛 < 𝑟

𝑞′
𝑛 }

For all 𝑚 ∈ 2N, on the event {𝜏 = 𝑚} we have

𝜉
𝑞
𝑚 (−N) ⊂ 𝜉

𝑞′
𝑚 (−N) and max 𝜉𝑞

′
𝑚 (−N) = 𝑟

𝑞′
𝑚 > 𝑟

𝑞
𝑚 = max 𝜉𝑞𝑚 (−N). (A.6)

Let (F𝑚)𝑚⩾0 denote the filtration generated by the percolation configuration: for each 𝑚, F𝑚 is
the 𝜎-algebra generated by the percolation configuration (including the uniform random variables)
up to (and including) height 𝑚. On the event {𝜏 ⩽ 𝑛} we bound

E[𝑟𝑞
′

𝑛 − 𝑟𝑞𝑛 | F𝜏] = E[max 𝜉𝑞
′

𝜏,𝑛 (𝜉𝑞
′

𝜏 (−N)) −max 𝜉𝑞𝜏,𝑛 (𝜉𝑞𝜏 (−N)) | F𝜏]

⩾ E[max 𝜉𝑞𝜏,𝑛 (𝜉𝑞
′

𝜏 (−N)) −max 𝜉𝑞𝜏,𝑛 (𝜉𝑞𝜏 (−N)) | F𝜏] ⩾ 1,

where the last inequality follows from (A.4), whose assumptions have been verified in (A.6). We
have thus proved:

E[𝑟𝑞
′

𝑛 − 𝑟𝑞𝑛 ] ⩾ E[E[𝑟𝑞
′

𝑛 − 𝑟𝑞𝑛 | F𝜏] · 1{𝜏 ⩽ 𝑛}] ⩾ P(𝜏 ⩽ 𝑛).
To bound this latter probability, note that at each time 𝑚 ∈ 2N there is a probability at least
(𝑞′ − 𝑞)𝑝(1 − 𝑝)2 that the vertical edge leading from 𝑟

𝑞
𝑚 to 𝑟

𝑞
𝑚 + (0, 2) is open under P𝑝,𝑞′ but not

under P𝑝,𝑞, that the site 𝑟𝑞𝑚 + (0, 2) is also open, but that the two sites corresponding to 𝑟
𝑞
𝑚 + (0, 1)

and 𝑟
𝑞
𝑚 + (−1, 2) are closed, in which case 𝑟𝑞

𝑚+2 < 𝑟
𝑞′

𝑚+2. Hence,

P(𝜏 > 𝑛) ⩽ (1 − (𝑞′ − 𝑞)𝑝(1 − 𝑝)2) ⌊𝑛/2⌋ , (A.7)

from which the statement of (A.5) follows.
For Step (iii), we again follow the strategy of Durrett, take a large integer 𝑀 , set 𝛿 =

𝑞

𝑀
and write

1
𝑛
E
[
𝑟
𝑞

2𝑛 − 𝑟
0
2𝑛
]
=

1
𝑛

𝑀𝑛∑︁
𝑚=1
E

[
𝑟

𝑚𝛿
𝑛

2𝑛 − 𝑟
(𝑚−1) 𝛿

𝑛

2𝑛

]
⩾ 𝑀

(
1 −

(
1 − 𝛿𝑝(1 − 𝑝)2

𝑛

)𝑛)
.

Taking 𝑛→∞ and then 𝑀 →∞ we get

lim
𝑛→∞

1
𝑛
E
[
𝑟
𝑞

2𝑛 − 𝑟
0
2𝑛
]
⩾ lim

𝑀→∞
𝑀

(
1 − exp

{
−𝑞𝑝(1 − 𝑝)2

𝑀

})
= 𝑞𝑝(1 − 𝑝)2,

which is the desired statement.
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The proof of (A.3) goes in the exact same way; note in particular that we can get the same
expression in the bound (A.7). ■

Lemma A.2. If 𝑝 > 𝑝c(0), then 𝛽(𝑝, 0)−1 = 𝛼(𝑝, 0) ⩾ 1.

Proof. We write C0 := {(𝑥, 𝑛)∈ Z2 : 𝑥 ∈ 𝜉𝑛 ({0})} for the cluster of the origin. Fix 𝑝 > 𝑝c(0), so
that P𝑝,0( |C0 | = ∞) > 0. Throughout this proof, we abbreviate 𝛼 = 𝛼(𝑝, 0) and 𝛽 = 𝛽(𝑝, 0).

Note that for any 𝑛 ∈ N

max 𝜉𝑛 ({0}) ⩽ 𝑟𝑛, min 𝜉𝑛 ({0}) ⩾ 𝑙𝑛

and on the event |C0 | = ∞, for all 𝑛 ∈ N,

𝑙𝑛 = min 𝜉𝑛 ({0}) ⩽ max 𝜉𝑛 ({0}) = 𝑟𝑛, (A.8)

using the non-crossing property of simple paths. Taken together with 𝑙2𝑛
2𝑛

𝑛→∞−−−−→ 𝛽 and 𝑟2𝑛
2𝑛

𝑛→∞−−−−→
𝛼, (A.8) implies that 𝛽 ⩽ 𝛼.

For 𝑎 > 0, we write

𝑉−(𝑎) := {(𝑣, 𝑛) ∈ Z × 2N : 𝑣 ⩽ 𝑎𝑛}, 𝑉+(𝑎) := {(𝑣, 𝑛) ∈ Z × 2N : 𝑣 ⩾ 𝑎𝑛}.

We claim that
𝛼 = inf{𝑎 > 0 : P𝑝,0( |C0 ∩𝑉+(𝑎) | < ∞) = 1}. (A.9)

To see this, first take 𝑎 > 𝛼. Since max 𝜉𝑛 ({0}) ⩽ 𝑟𝑛 ∀𝑛 and 𝑟2𝑛
2𝑛

𝑛→∞−−−−→ 𝛼, we see that almost surely
there are only finitely many 𝑛 ∈ 2N such that max 𝜉𝑛 ({0}) ⩾ 𝑎𝑛, so there are almost surely only
finitely many points in C0 ∩𝑉+(𝑎). On the other hand, if 𝑎 < 𝛼, we have

P𝑝,0( |C0 ∩𝑉+(𝑎) | = ∞) ⩾ P𝑝,0(max 𝜉𝑛 ({0}) ⩾ 𝑎𝑛 for infinitely many 𝑛 ∈ 2N)
⩾ P𝑝,0( |C0 | = ∞) > 0,

where the second inequality follows from (A.8) and 𝑟2𝑛
2𝑛

𝑛→∞−−−−→ 𝛼. This concludes the proof of (A.9).
Similarly, we have

𝛽 = sup{𝑏 > 0 : P𝑝,0( |C0 ∩𝑉−(𝑏) | < ∞) = 1}. (A.10)

Let Φ : R2 → R2 be the reflection about the diagonal 𝑦 = 𝑥, that is, Φ(𝑥, 𝑦) = (𝑦, 𝑥). Since we are
taking 𝑞 = 0, our model has the symmetry C0

(law)
= Φ(C0). In particular, for any 𝑎 > 0,

P𝑝,0( |C0 ∩𝑉−(1/𝑎) | < ∞) = P𝑝,0( |C0 ∩𝑉+(𝑎) | < ∞).

Together with (A.9) and (A.10), this gives 𝛽 = 1/𝛼. We already had 𝛽 ⩽ 𝛼, so we obtain 𝛽 ⩽ 1
and 𝛼 ⩾ 1. ■

Corollary A.3. We have 𝛼(𝑝c(0), 0) ⩾ 1 and 𝛽(𝑝c(0), 0) ⩽ 1.

Proof. The function 𝑝 ↦→ 𝛼(𝑝, 0) is non-decreasing, and it is the decreasing limit of the continuous
functions 𝑝 ↦→ inf𝑚⩽𝑛 (E𝑝,0 [𝑟𝑚]/𝑚), as 𝑛 → ∞. From this, it is easy to deduce that 𝑝 ↦→ 𝛼(𝑝, 0)
is right continuous, so it follows from Lemma A.2 that 𝛼(𝑝c(0), 0) ⩾ 1. An analogous argument
applies to 𝛽. ■

Proof of Lemma 5.3. This follows from combining Lemma A.1 and Corollary A.3. ■
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A.2. Supercritical box crossing. Our next goal is to prove Lemma 5.4 following [Dur84]. We
start by proving an upper tail bound for the right edge 𝑟𝑚.

Lemma A.4. For any 𝑝 ∈ (0, 1), 𝑞 ∈ [0, 1) and 𝛿 > 0 there exist 𝑐 > 0 and 𝑛0 ∈ N such that for
all 𝑛 ⩾ 𝑛0,

P𝑝,𝑞 (∃𝑚 ⩽ 𝑛 : 𝑟𝑚 > 𝛼(𝑝, 𝑞) · 𝑚 + 𝛿𝑛) < 𝑒−𝑐𝑛, (A.11)
P𝑝,𝑞

(
∃𝑚 ∈ {1, . . . , 𝑛} : max 𝜉1,𝑚 (−N) > 𝛼(𝑝, 𝑞) · 𝑚 + 𝛿𝑛

)
< 𝑒−𝑐𝑛, (A.12)

P𝑝,𝑞 (∃𝑚 ⩽ 𝑛 : 𝑙𝑚 < 𝛽(𝑝, 𝑞) · 𝑚 − 𝛿𝑛) < 𝑒−𝑐𝑛,

P𝑝,𝑞
(
∃𝑚 ∈ {1, . . . , 𝑛} : min 𝜉1,𝑚 (N) < 𝛽(𝑝, 𝑞) · 𝑚 − 𝛿𝑛

)
< 𝑒−𝑐𝑛.

Proof. We will only prove the first two bounds, as the other two are treated in the same way.
Fix 𝑝, 𝑞, 𝛿 as in the statement. We abbreviate 𝛼 = 𝛼(𝑝, 𝑞). The desired inequalities are trivial in
case 𝛼 = −∞, so we assume that 𝛼 ∈ (−∞,∞).

Using the definition of 𝛼 in (A.1), we choose 𝑀 ∈ 2N such that

E𝑝,𝑞 [𝑟𝑀 − 𝛼𝑀] <
𝛿

4
𝑀. (A.13)

We bound the left-hand side of (A.11) by

P𝑝,𝑞

(
∃𝑘 ⩽ 𝑛

𝑀
: 𝑟𝑀𝑘 > 𝛼𝑀𝑘 + 𝛿

2
𝑛

)
(A.14)

+ P𝑝,𝑞
(
∃𝑘 ⩽ 𝑛

𝑀
, 𝑗 ∈ {0, . . . , 𝑀 − 1} : 𝑟𝑀𝑘+ 𝑗 − 𝑟𝑀𝑘 > 𝛼 𝑗+𝛿

2
𝑛

)
. (A.15)

The probability in (A.14) is smaller than

P𝑝,𝑞

(
∃𝑘 ⩽ 𝑛

𝑀
: 𝑟𝑀𝑘 > 𝛼𝑀𝑘 + 𝛿

4
𝑀𝑘 + 𝛿

4
𝑛

)
⩽ P𝑝,𝑞

©­«∃𝑘 ⩽ 𝑛

𝑀
:

𝑘∑︁
𝑗=0

𝑋 𝑗 >
𝛿

4
𝑛
ª®¬ ,

where 𝑋1, 𝑋2, . . . are independent random variables, with the distribution of 𝑟𝑀 − (𝛼 + 𝛿
4 )𝑀 . These

random variables have negative expectation by (A.13). They also have some finite exponential
moment; this can be seen using the domination by geometric random variables, as in the proof of
Lemma 5.2. By a large deviation bound (see for instance [LL10, Corollary A.2.7]), the probability
on the right-hand side above is bounded by 𝑒−𝑐0𝑛, for some 𝑐0 > 0 (depending on 𝑀) and 𝑛 large
enough.

Next, bounding min0⩽ 𝑗⩽𝑀−1(𝛼 𝑗 + 𝛿
2𝑛) >

𝛿
4𝑛 for 𝑛 large, and using the stochastic domination

described in the proof of Lemma 5.2, we bound the probability in (A.15) by

𝑛

𝑀
· P𝑝,𝑞

(
max

0⩽ 𝑗<𝑀
𝑟 𝑗 >

𝛿

4
𝑛

)
⩽

𝑛

𝑀
· P𝑝,𝑞

©­«
𝑀−1∑︁
𝑗=0

𝑌 𝑗 >
𝛿

4
𝑛
ª®¬ ,

where𝑌0, . . . , 𝑌𝑀−1 are independent Geometric(1− 𝑝). The right-hand side above is again bounded
by 𝑒−𝑐1𝑛 for some constant 𝑐1 > 0 (depending on 𝑀) and 𝑛 large enough. This concludes the proof
of (A.11).

For (A.12), we first write, for any 𝑚 ⩾ 2,

max 𝜉1,𝑚 (−N) = max 𝜉2,𝑚 (𝜉1,2(−N)) ⩽ max 𝜉2,𝑚 ((−∞,max 𝜉1,2(−N))).
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The right-hand side is stochastically dominated byZ + 𝑟′
𝑚−2, where

Z (distr)
= max 𝜉1,2(−N), (𝑟′𝑚)𝑚⩾0

(distr)
= (𝑟𝑚)𝑚⩾0,

andZ, (𝑟′𝑚)𝑚⩾0 are independent. Then, the left-hand side of (A.12) is smaller than

P𝑝,𝑞

(
Z >

𝛿

2
𝑛

)
+ P𝑝,𝑞

(
∃𝑚⩽ 𝑛 : 𝑟′𝑚 > 𝛼 · (𝑚 + 2) + 𝛿

2
𝑛

)
.

The first probability above can be bounded using domination by geometric random variables as
before, and the second probability can be bounded using (A.11). ■

Proof of Lemma 5.4. Since the two inequalities are proved in the same way, we will only prove the
first. Let 𝑝, 𝑞, 𝛿 and 𝜀 be as in the statement and write 𝛼 = 𝛼(𝑝, 𝑞).

We let 𝑅 := (− 𝛿
2𝑛, 0) + 𝑅(𝑢, 𝑣), that is, 𝑅 is the parallelogram with vertices

(− 𝛿
2𝑛, 0), (

𝛿
2𝑛, 0), (−(

𝛿
2 + 𝛼)𝑛, 𝑛), ((

𝛿
2 + 𝛼)𝑛, 𝑛).

From 𝑟2𝑛
2𝑛

𝑛→∞−−−−→ 𝛼, it readily follows that P𝑝,𝑞 (A𝑛)
𝑛→∞−−−−→ 1, where

A𝑛 :=
{
−𝛿

4
𝑛 + 𝛼𝑚 ⩽ 𝑟𝑚 ⩽

𝛿

4
𝑛 + 𝛼𝑚 for all 𝑚 ⩽ 𝑛, 𝑚 even

}
.

On this event, there is an open path 𝛾 = ((𝑥0, 𝑛0), . . . , (𝑥𝑘 , 𝑛𝑘 )) such that 𝑛0 = 0, 𝑥0 ⩽ 0, 𝑛𝑘 = 𝑛,
𝑥𝑘 = 𝑟𝑛 ⩾ (𝛼 − 𝛿/4)𝑛 and

𝑥 𝑗⩽
𝛿

4
𝑛 + 𝛼𝑛 𝑗 for all 𝑗 for which 𝑛 𝑗 is even.

If multiple such paths 𝛾 exist, we choose one using some arbitrary procedure. In order to prove
that 𝛾 is entirely contained in 𝑅′ with high probability, we only need to prove that the following
two situations are unlikely:

(i) A𝑛 occurs, but 𝑥 𝑗 ⩾ 𝛿
2𝑛 + 𝛼𝑛 𝑗 for some 𝑗 for which 𝑛 𝑗 is odd;

(ii) A𝑛 occurs, but 𝑥 𝑗 ⩽ − 𝛿
2𝑛 + 𝛼𝑛 𝑗 for some 𝑗 .

The occurrence of (i) would imply 𝑟𝑚+1 − 𝑟𝑚 > 𝛿
4𝑛 for some 𝑚 ∈ 2N, 𝑚 < 𝑛. To rule this out,

we bound this difference by a Geometric(1 − 𝑝) random variable, and use a union bound over the
choice of 𝑚.

The occurrence of (ii) would imply that, for some 𝑚 < 𝑛,

max 𝜉𝑚,𝑛

((
−∞,−𝛿

2
𝑛 + 𝛼𝑚

] )
⩾

(
𝛼 − 𝛿

4

)
𝑛

To rule this out, we use Lemma A.4 and a union bound over the choices of 𝑚. ■
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