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Abstract

We study the thermodynamic limit of the anisotropic XYZ spin chain with non-

diagonal integrable open boundary conditions. Although the U(1)-symmetry is broken,

by using the new parametrization scheme, we exactly obtain the surface energy and the

excitation energy of the system, which has solved the difficulty in the inhomogeneous

T −Q relation. With the boundary parameters in the regions making the Hamiltonian

Hermitian, we have obtained the distribution patterns of the zero roots of the eigenvalue

of the transfer matrix for the ground state and the excited ones. We find that the

surface and excitation energies depend on the parities of sites number N , due to the

long-range Neel order in the bulk. The spontaneous magnetization and easy-axis for all

the regions of boundary parameters are studied. We also obtain the physical quantities

in the thermodynamic limit of boundary XXZ model by taking the triangular limit.

PACS: 75.10.Pq, 02.30.Ik, 71.10.Pm

Keywords: Bethe Ansatz; Lattice Integrable Model

∗Corresponding author. E-mail: junpengcao@iphy.ac.cn
†Corresponding author. E-mail: wlyang@nwu.edu.cn

1

http://arxiv.org/abs/2404.19240v1


1 Introduction

The anisotropic XYZ quantum spin chain is a typical U(1) symmetry breaking quantum inte-

grable system and has many applications in the statistical mechanics, quantum magnetism,

string theory and mathematical physics [1–3]. The exact solution of the XYZ model with

periodic boundary condition was obtained by Baxter [4–7] based on the inversion relations,

where the eigenvalues of the transfer matrix is characterized by the T − Q relation. Later,

Takhtadzhan and Faddeev [8] resolved the model and proposed the famous quantum inverse

scattering method or algebraic Bethe ansatz [2,9]. We note that all these approaches require

that the number of sites is even. Based on the resulting exact solutions, many interesting

physical quantities such as elementary excitations and free energy at finite temperature in

the thermodynamic limit have been calculated. Please see [10] and references therein.

The next problem is how to obtain the exact solution of the XYZ spin chain with odd

number of sites or with the non-diagonal boundary reflections. Although it has been proved

that in these cases the model is integrable, it is very hard to get the exact solution, because

the algebraic Bethe ansatz does not work due to the lacking of reference state. Many efforts

have be done in this directions and many interesting methods are proposed, such as the

separation of variables [11, 12], face-vertex correspondence [13], q-Ansager algebra [14–17],

modified algebraic Bethe ansatz [18–21], and off-diagonal Bethe ansatz [22–25]. The most

important result is that the eigenvalue of the system is given by the inhomogeneous T − Q

relation.

Another problem arises. The inhomogeneous T −Q relation induces the inhomogeneous

Bethe ansatz equations. Then the traditional thermodynamic Bethe ansatz may be very hard

to approach the thermodynamic limit. However, the thermodynamic limit is very important

because the number of sites in the real system must be infinite. We can not ignore this

problem.

In this paper, we study the thermodynamic limit of the XYZ model with general inte-

grable open boundary conditions, where the reflection matrices are non-diagonal and have six

free parameters. The main idea is as follows. We characterize the eigenvalues of the transfer

matrix, which is an elliptic polynomial, by its zero points instead of Bethe roots [26,27]. We

obtain the homogeneous equations for the zero points. By the numerical calculation and

singularity analysis, we obtain the patterns of the zero roots at the ground state. Then we

calculate the distribution of roots, ground state energy density and surface energy. This

scheme can also be used to study the properties of the system at the thermal equilibrium
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state.

The paper is organized as follows. In the next section, the model Hamiltonian and

exact solution are introduced. We study the thermodynamic limit of the general integrable

open XYZ model with real crossing parameter η in section 3 and with imaginary crossing

parameter η in section 4. As an important component, we consider the degenerate case and

obtain the results of anisotropic XXZ model in section 5. Section 6 is the concluding remarks

and discussions. Some useful identities about the elliptic functions are listed in Appendix.

2 The XYZ spin chain and its exact solutions

2.1 The Hamiltonian

The Hamiltonian of the XYZ spin chain with generic boundary condition reads

H =
N−1
∑

j=1

(

Jxσ
x
j σ

x
j+1 + Jyσ

y
jσ

y
j+1 + Jzσ

z
jσ

z
j+1

)

+ h−x σ
x
1 + h−y σ

y
1 + h−z σ

z
1

+h+x σ
x
N + h+y σ

y
N + h+z σ

z
N , (2.1)

where σα
j (α = x, y, z) is the Pauli matrix on the jth site along the α direction and N is the

number of sites. The anisotropic couplings in the bulk are

Jx =
eiπησ(η + τ

2
)

σ( τ
2
)

, Jy =
eiπησ(η + 1+τ

2
)

σ(1+τ
2
)

, Jz =
σ(η + 1

2
)

σ(1
2
)

, (2.2)

where η is the crossing parameter and τ is the modulus parameter. The boundary magnetic

fields are

h∓x = ±e−iπ(
∑

3
l=1

α∓
l
− τ

2
) σ(η)

σ( τ
2
)

3
∏

l=1

σ(α∓
l − τ

2
)

σ(α∓
l )

, (2.3)

h∓y = ±e−iπ(
∑

3
l=1

α∓
l
− 1+τ

2
) σ(η)

σ(1+τ
2
)

3
∏

l=1

σ(α∓
l − 1+τ

2
)

σ(α∓
l )

, (2.4)

h∓z = ±
σ(η)

σ(1
2
)

3
∏

l=1

σ(α∓
l − 1

2
)

σ(α∓
l )

, (2.5)

where σ(u) is the σ-function defined by (A.2) and {α∓
l |l = 1, 2, 3} are free boundary param-

eters which specify the strengths of boundary magnetic fields.
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The integrability of the model (2.1) is associated with the well-known eight-vertex R-

matrix R(u) ∈ End(C2 ⊗ C2)

R(u) =













a(u) d(u)

b(u) c(u)

c(u) b(u)

d(u) a(u)













. (2.6)

The non-vanishing matrix entries are [1]

a(u)=

θ

[

0
1
2

]

(u, 2τ) θ

[

1
2

1
2

]

(u+ η, 2τ)

θ

[

0
1
2

]

(0, 2τ) θ

[

1
2

1
2

]

(η, 2τ)

, b(u)=

θ

[

1
2

1
2

]

(u, 2τ) θ

[

0
1
2

]

(u+ η, 2τ)

θ

[

0
1
2

]

(0, 2τ) θ

[

1
2

1
2

]

(η, 2τ)

,

c(u)=

θ

[

0
1
2

]

(u, 2τ) θ

[

0
1
2

]

(u+ η, 2τ)

θ

[

0
1
2

]

(0, 2τ) θ

[

0
1
2

]

(η, 2τ)

, d(u)=

θ

[

1
2

1
2

]

(u, 2τ) θ

[

1
2

1
2

]

(u+ η, 2τ)

θ

[

0
1
2

]

(0, 2τ) θ

[

0
1
2

]

(η, 2τ)

. (2.7)

Here u is the spectral parameter. The associated elliptic functions are defined in Appendix

A. In addition to satisfying the quantum Yang-Baxter equation (QYBE)

R12(u1 − u2)R13(u1 − u3)R23(u2 − u3)

= R23(u2 − u3)R13(u1 − u3)R12(u1 − u2), (2.8)

the R-matrix also possesses the following properties

Initial conditon: R12(0) = P12, (2.9)

Unitarity relation: R12(u)R21(−u) = −ξ(u)id, ξ(u) =
σ(u− η)σ(u+ η)

σ(η)σ(η)
, (2.10)

Crossing relation: R12(u) = V1R
t2
12(−u− η)V1, V = −iσy , (2.11)

PT-symmetry: R12(u) = R21(u) = Rt1t2
12 (u), (2.12)

Z2-symmetry: σi
1σ

i
2R12(u) = R12(u)σ

i
1σ

i
2, for i = x, y, z, (2.13)

Antisymmetry: R12(−η) = −(1 − P12) = −2P
(−)
12 . (2.14)

Here R21(u) = P12R12(u)P12 with P12 being the usual permutation operator and ti denotes

transposition in the i-th space. Throughout this paper we adopt the standard notations: for
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any matrix A ∈ End(C2), Aj is an embedding operator in the tensor space C2 ⊗ C2 ⊗ · · · ,

which acts as A on the j-th space and as identity on the other factor spaces; Ri j(u) is an

embedding operator in the tensor space, which acts as identity on the factor spaces except

for the i-th and j-th ones.

Integrable open boundaries can be constructed as follows [28]. Let us introduce a pair of

reflection matrices K−(u) and K+(u). The former satisfies the reflection equation (RE)

R12(u1 − u2)K
−
1 (u1)R21(u1 + u2)K

−
2 (u2)

= K−
2 (u2)R12(u1 + u2)K

−
1 (u1)R21(u1 − u2), (2.15)

and the latter satisfies the dual RE

R12(u2 − u1)K
+
1 (u1)R21(−u1 − u2 − 2)K+

2 (u2)

= K+
2 (u2)R12(−u1 − u2 − 2)K+

1 (u1)R21(u2 − u1). (2.16)

Then the transfer matrix t(u) of the open XYZ chain is given by

t(u) = tr0{K
+
0 (u)T0(u)K

−
0 (u)T̂0(u)}, (2.17)

where T0(u) and T̂0(u) are the monodromy matrices

T0(u) = R0N(u− θN) · · ·R01(u− θ1), T̂0(u) = R10(u+ θ1) · · ·RN0(u+ θN ). (2.18)

Here {θj |j = 1, · · · , N} are the free complex parameters which are usually called as inhomo-

geneity parameters.

In this paper, we consider the most general solutions of the RE (2.15) and dual one (2.16),

where K∓(u) [29, 30] read

K−(u) =
σ(2u)

2σ(u)

{

id +
c−x σ(u)e

−iπu

σ(u+ τ
2
)
σx +

c−y σ(u)e
−iπu

σ(u+ 1+τ
2
)
σy +

c−z σ(u)

σ(u+ 1
2
)
σz

}

, (2.19)

K+(u) = K−(−u− η)|c−
l
→c+

l
, (2.20)

where the constants {c∓α |α = x, y, z} are expressed in terms of boundary parameters {α∓
l |l =

1, 2, 3} as following

c∓x = e−iπ(
∑

l=1
α∓
l
− τ

2
)

3
∏

l=1

σ(α∓
l − τ

2
)

σ(α∓
l )

,

c∓y = e−iπ(
∑

l=1
α∓
l
− 1+τ

2
)

3
∏

l=1

σ(α∓
l − 1+τ

2
)

σ(α∓
l )

,
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c∓z =
3
∏

l=1

σ(α∓
l − 1

2
)

σ(α∓
l )

. (2.21)

The QYBE (2.8), RE (2.15) and dual RE (2.16) lead to the fact that the transfer matrices

(2.17) with different spectral parameters commute with each other, i.e., [t(u), t(v)] = 0.

Thus t(u) serves as the generating function of the conserved quantities, which ensures the

integrability of the system. The model Hamiltonian (2.1) can be expressed in terms of the

transfer matrix as

H =
σ(η)

σ′(0)

{

∂

∂u
ln t(u)|u=0,{θj=0} − (N − 1)ζ(η)− 2ζ(2η)

}

, (2.22)

where σ′(0) = ∂
∂u
σ(u)|u=0 and the elliptic function ζ(u) is defined by (A.2).

2.2 The exact solutions

Suppose the eigenvalue of the transfer matrix t(u) is Λ(u). By using the fusion technique,

we have the following fusion relations [24]

Λ(θj)Λ(θj − η) = −
∆q(θj)σ(η)σ(η)

σ(2θj + η)σ(2θj − η)
, j = 1, · · · , N, (2.23)

where ∆q(u) is the quantum determinant

∆q(u) = −
σ(2u+ 2η)σ(2u− 2η)

σ(η)σ(η)

∏

γ=±

3
∏

l=1

σ(u+ αγ
l )

σ(αγ
l )

σ(u− αγ
l )

σ(αγ
l )

×

N
∏

k=1

σ(u+ θk + η)σ(u+ θk − η)σ(u− θk + η)σ(u− θk − η)

σ(η)σ(η)σ(η)σ(η)
.

From the direct calculation, we also have the values of Λ(u) at certain points

Λ(0) =
σ(2η)

σ(η)

N
∏

k=1

σ(η + θk)σ(η − θk)

σ(η)σ(η)
, (2.24)

Λ(
1

2
) = (−1)N+1c−z c

+
z

σ(2η)

σ(η)

N
∏

k=1

σ(η + 1
2
+ θk)σ(η −

1
2
− θk)

σ(η)σ(η)
, (2.25)

Λ(
τ

2
) = (−1)N+1c−x c

+
x

σ(2η)

σ(η)
e−iπ[(N+3)η+τ−2

∑N
j=1

θj ]

×

N
∏

k=1

σ(η + τ
2
+ θk)σ(η −

τ
2
− θk)

σ(η)σ(η)
, (2.26)

Λ(
1 + τ

2
) = (−1)Nc−y c

+
y

σ(2η)

σ(η)
e−iπ[(N+3)η+τ−2

∑N
j=1 θj ]
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×
N
∏

k=1

σ(η + 1+τ
2

+ θk)σ(η −
1+τ
2

− θk)

σ(η)σ(η)
. (2.27)

Besides, the eigenvalue Λ(u) satisfies the following crossing symmetry

Λ(−u− η) = Λ(u). (2.28)

The quasi-periodic properties of of Λ(u) are

Λ(u+ 1) = Λ(u), Λ(u+ τ) = e−2iπ(N+3)(2u+η+τ)Λ(u). (2.29)

From the definitions of R-matrix (2.6) and K-matrices (2.19)-(2.20), we know that

Λ(u), as an entire function of u, is an elliptic polynomial of degree 2N + 6. (2.30)

Thus the constraints (2.23)-(2.28) can completely determine the value of Λ(u). Considering

the crossing symmetry (2.28) and quasi-periodic properties (2.29), we parameterize the Λ(u)

as

Λ(u) = Λ0

N+3
∏

l=1

σ(u+ zl +
η

2
)σ(u− zl +

η

2
), (2.31)

where {zl|l = 1, · · · , N+3} are the zero roots of the elliptic polynomial and Λ0 is a coefficient.

The values of N+4 unknowns {zl|l = 1, · · · , N+3} and Λ0 are determined by the constraints

(2.23)-(2.27) with a given set of inhomogeneity parameters {θj |j = 1, · · · , N}.

From (2.22) and (2.31), the eigen-energies of the Hamiltonian (2.1) are

E =
σ(η)

σ′(0)

{

∂

∂u
ln Λ(u)|u=0 − (N − 1)

σ′(η)

σ(η)
− 2

σ′(2η)

σ(2η)

}

=
σ(η)

σ′(0)

{

N+3
∑

l=1

(

σ′(zl +
η

2
)

σ(zl +
η

2
)
−
σ′(zl −

η

2
)

σ(zl −
η

2
)

)

− (N − 1)
σ′(η)

σ(η)
− 2

σ′(2η)

σ(2η)

}

. (2.32)

2.3 The Hermiticity

To study the physical properties of the model, we should first consider the Hermiticity

of the Hamiltonian (2.1), where the coupling constants {Jx, Jy, Jz} and boundary fields

{h∓x , h
∓
y , h

∓
z } should be real. In this paper, we take the modulus parameter τ to be pure

imaginary and Im(τ) > 0. As a result, the constraint of real coupling constants gives that η

is real or is pure imaginary.

For convenience, we parameterize the boundary parameters {α∓
j } in the following forms

α∓
1 = β∓

1 , α∓
2 = β∓

2 +
τ

2
, α∓

3 = β∓
3 +

1

2
. (2.33)
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To ensure the boundary fields {h∓x , h
∓
y , h

∓
z } are real, the values of boundary parameters

{β∓
l |l = 1, 2, 3} should also satisfy some constraints. Clearly, the boundary fields {h∓x , h

∓
y , h

∓
z }

are invariant with the parameter changes β∓
j → β∓

j +2 and β∓
j → β∓

j +2τ , due to the period-

icity of the elliptic function. Without losing generality, we restrict the boundary parameters

to the intervals Re(β∓
j ) ∈ [0, 2] and Im(β∓

j ) ∈ [0, 2 τ
i
]. Substituting Eq.(2.33) into (2.3)-(2.5)

and conducting the theoretical analysis of the elliptic functions, we determine the Hermi-

tian regions of the boundary parameters. These regions depend on the values of crossing

parameter η. When η is real, the Hermitian regions of the boundary parameters are

Re(β∓
1 ) ∈ (0, 2), Im(β∓

1 ) = 0 or Im(β∓
1 ) =

τ

i
,

Re(β∓
2 ) ∈ [0, 2], Im(β∓

2 ) = 0 or Im(β∓
2 ) =

τ

i
,

Re(β∓
3 ) = 0 or Re(β∓

3 ) = 1, Im(β∓
3 ) ∈ [0, 2

τ

i
]. (2.34)

When η is pure imaginary, the Hermitian regions are

Re(β∓
1 ) = 0 or Re(β∓

1 ) = 1, Im(β∓
1 ) ∈ (0, 2

τ

i
),

Re(β∓
2 ) ∈ [0, 2], Im(β∓

2 ) = 0 or Im(β∓
2 ) =

τ

i
,

Re(β∓
3 ) = 0 or Re(β∓

3 ) = 1, Im(β∓
3 ) ∈ [0, 2

τ

i
]. (2.35)

Substituting Eqs.(2.31) and (2.33) into (2.23)-(2.27), one can easily find that the zero

roots {zl|l = 1, · · · , N + 3} are invariant under the following parameter transformations

η → −η, (2.36)

β−
j ⇋ β+

j , (2.37)

β+
j → −β+

j and β−
j → −β−

j , (2.38)

two of six boundary parameters change with βγ
j → βγ

j + 1, (2.39)

two of six boundary parameters change with βγ
j → βγ

j + τ, (2.40)

where {j = 1, 2, 3} and {γ = ±}. Then, the eigen-energies are invariant under the trans-

formations (2.36)-(2.40). Further, from the Eq.(2.37), we can only consider the case of

|β+
j | ≥ |β−

j |.

The transformations (2.37)-(2.40) allow us to restrict the boundary parameters to the

following compact regions as well as some parameter changes are necessary to ensure that

all possible parameters are taken in account. If η is real, we first choose the region as

Re(β∓
1 ) ∈ (0,

1

2
], Im(β∓

1 ) = 0,

8



Re(β∓
2 ) ∈ [0,

1

2
], Im(β∓

2 ) = 0,

Re(β∓
3 ) = 0, Im(β∓

3 ) ∈ [0,
τ

2i
]. (2.41)

Then we take following transformations

(i) β+
1 → 1− β+

1 , (ii) β+
1 → β+

1 + 1, (iii) β+
1 → β+

1 + τ, (2.42)

and all the regions of boundary parameters are covered.

If η is pure imaginary, we can choose the region as

Re(β∓
1 ) = 0, Im(β∓

1 ) ∈ (0,
τ

2i
],

Re(β∓
2 ) ∈ [0,

1

2
], Im(β∓

2 ) = 0,

Re(β∓
3 ) = 0, Im(β∓

3 ) ∈ [0,
τ

2i
]. (2.43)

Then taking the following transformations

(i)β+
1 → τ − β+

1 , (ii)β+
1 → β+

1 + 1, (iii)β+
1 → β+

1 + τ, (2.44)

we can cover the rest regions of boundary parameters. We should note that after taking the

transformations (2.42) and (2.44), the boundary fields change as

(h+x , h
+
y , h

+
z ) ⇒























(h+x , h
+
y ,−h

+
z ), for β+

1 → 1− β+
1 ,

(−h+x , h
+
y , h

+
z ), for β+

1 → τ − β+
1 ,

(−h+x ,−h
+
y , h

+
z ), for β+

1 → β+
1 + 1,

(h+x ,−h
+
y ,−h

+
z ), for β+

1 → β+
1 + τ,

(2.45)

which means that the transformation (2.42) and (2.44) are equivalent to the flipping of

certain components of the boundary magnetic fields.

Next, we study the thermodynamic limit of the system for both real and imaginary values

of the parameter η. If η is real, the Hamiltonian (2.1) exhibits the periodicity H(η + 2) =

H(η). Meanwhile, from the property (2.36), we conclude that only the interval η ∈ (0, 1)

are necessary. While if η is pure imaginary, from the quasi-periodicity of the Hamiltonian

H(η + 2τ) = e−4iπ(η+τ)H(η), we need only consider the interval η ∈ (0, τ).

We should note that the degenerate points η = 0, 1, τ are excluded in this paper, because

the model reduces to the isotropic XXX spin chain with free open boundaries at these points.
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3 Thermodynamic limit for the real η

3.1 Patterns of zero roots

For the real η, we examine the distribution patterns of zero roots {zl} ≡ {iz̄l}. From

the intrinsic properties of R-matrix and reflection matrices, we find that t(u)† = t(u∗) and

Λ(u) = Λ∗(u∗) if the inhomogeneity parameters are pure imaginary {θj} ≡ i{θ̄j}. Then we

deduce that if z̄l is a root of Λ(u), there must be another root z̄j satisfy

z̄j = z̄∗l +m1
τ

i
+m2i, m1, m2 ∈ Z. (3.1)

According to Eq.(3.1), we conclude that the roots {z̄l} can be classified into: (i) real ±z̄l; (ii)

on the lines ± i
2
(please note that its conjugate shifted by i becomes itself); (iii) (±z̄l,±z̄

∗
l )

conjugate pairs and (iv) boundary strings induced by the boundary fields. Eq.(3.1) also

allows us to fix the roots in the interval Im(z̄l) ∈ [−1
2
, 1
2
] and Re(z̄l) ∈ [− τ

2i
, τ
2i
].

Now, we should determine the detailed form of the conjugate pairs in the cases (iii)

and (iv), which can be achieved by employing the method outlined in [31]. If the crossing

parameter η takes the following discrete values [25, 32, 33]

ηL,K =
2L

2M −N + 1
τ +

2K

2M −N + 1
−

∑

γ=±

3
∑

j=1

εγjα
γ
j

2M −N + 1
,

∏

γ=±

3
∏

j=1

εγj = −1, εγj = ±1, L,K ∈ Z, (3.2)

the eigenvalue Λ(u) can also be expressed by the homogeneous T −Q relation

Λ(u) = a(u)
Q(u− η)

Q(u)
+ d(u)

Q(u+ η)

Q(u)
. (3.3)

Here Q(u) is an elliptic polynomial

Q(u) =
M
∏

l=1

σ(u− ul)σ(u+ ul + η)

σ(η)σ(η)
, (3.4)

and {ul} are the Bethe roots. The function a(u) and d(u) are

a(u) = −e−4iπLuσ(2u+ 2η)

σ(2u+ η)

∏

γ=±

3
∏

l=1

σ(u− εγl α
γ
l )

εγjα
γ
j

×

N
∏

j=1

σ(u+ θj + η)σ(u− θj + η)

σ(η)σ(η)
, (3.5)
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d(u) = a(−u− η). (3.6)

In the thermodynamic limit N → ∞, the third term of ηL,K (3.2) becomes zero. By adjusting

the integers L and K appropriately, ηL,K can attain any complex number. Moreover, for

real η, we can set L = 0 to obtain the desired result. Putting ul ≡ λli −
η

2
and considering

the homogeneous limit {θj → 0}, the Bethe roots {λl} satisfy the Bethe ansatz equations

(BAEs)

−
σ(i(2λj − ηi))

σ(i(2λj + ηi))

∏

γ=±

3
∏

k=1

σ(i(λj + εγkα
γ
ki+

η

2
i))

σ(i(λj − εγkα
γ
ki−

η

2
i))

(

σ(i(λj −
η

2
i))

σ(i(λj +
η

2
i))

)2N

=
N
∏

l=1

σ(i(λj − λl − ηi))σ(i(λj + λl − ηi))

σ(i(λj − λl + ηi))σ(i(λj + λl + ηi))
, j = 1, · · · , N. (3.7)

For a complex Bethe root λj with an imaginary part, we readily have
∣

∣

∣

σ(i(λj−
η

2
i))

σ(i(λj+
η

2
i))

∣

∣

∣
6= 1. This

indicates that in the thermodynamic limit N → ∞, the left hand side of Eq.(3.7) tends to

infinity or zero exponentially. To keep Eq.(3.7) holding, the right hand side must tend to

infinity or zero with the same order. Then we arrive at that the Bethe roots satisfy the

string hypothesis [10, 34, 35]

λj,k = xj + (
nj + 1

2
− k)ηi+

1− νj
4

i+O(e−δN), 1 ≤ k ≤ nj , (3.8)

where xj is the position of the j-string on the real axis, k means the kth Bethe roots in

j-string, O(e−δN) means the finite size correction, nj is the length of j-string, and νj = ±1

denotes the parity of j-string. The center of j-string is the real axis if νj = 1, while the

center of j-string is the line with fixed imaginary party i
2
in the complex plane if νj = −1.

The structure of zero roots of eigenvalue Λ(u) can be obtained by Eq.(3.3). Substituting

{u = iz̄j −
η

2
} into (3.3), we obtain the relation between zero roots {z̄j} and Bethe roots

{λj}

−
σ(i(2z̄j − ηi))

σ(i(2z̄j + ηi))

∏

γ=±

3
∏

k=1

σ(i(z̄j + εγkα
γ
ki+

η

2
i))

σ(i(z̄j − εγkα
γ
ki−

η

2
i))

(

σ(i(z̄j −
η

2
i))

σ(i(z̄j +
η

2
i))

)2N

=
N
∏

l=1

σ(i(z̄j − λl − ηi))σ(i(z̄j + λl − ηi))

σ(i(z̄j − λl + ηi))σ(i(z̄j + λl + ηi))
, j = 1, · · · , N + 3. (3.9)

We should note the roots of functions Λ(u) and Q(u) could not be equal, i.e. z̄j 6= λj. Thus

from the structure of Bethe roots {λj,k} (3.8), we obtain the patterns of zero roots {z̄j} as

z̄j = xj ±
nj + 1

2
ηi+

1− νj
4

i+O(e−δN ). (3.10)
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For clarity, we present two simple patterns of zero roots as below: for nj = 1, νj = 1, the

root pattern is z̄j = xj ± ηi, and for nj = 1, νj = −1, the root pattern is z̄j = xj ± (1
2
− η)i

which is adjusted to ensure that Im(z̄j) ∈ [−1
2
, 1
2
] by shifting i.

From the singularity analysis of left hand side of Eq.(3.9), we obtain that the boundary

strings {wγ
l } take the forms of

wγ
l = ±

(η

2
+ εγl α

γ
l

)

i, γ = ±. (3.11)

By using the numerical exact diagonalization, we obtain the zero roots of the eigenvalue

Λ(u) with η ∈ (0, 1). We find that the distribution of roots in the interval η ∈ (0, 1
2
) and

that in the interval η ∈ (1
2
, 1) are different. Thus we should discuss them separately.

3.2 Surface energy and excitation with η ∈ (12, 1)

3.2.1 Results in the boundary parameters region (2.41)

We first consider the region (2.41) of boundary parameters. The numerical results of the

zero roots of function Λ(u) with finite system size at the ground state and at the first excited

state are shown in Fig.1. It can be seen that the zero roots in the bulk are located on the

line i
2
with the form of {z̄l = xl +

i
2
|l = 1, · · · , n1} where xl is real and xl ∈ [0, τ

2i
]. These

roots are continuously distributed in the thermodynamic limit. The n2 = N+3−n1 discrete

boundary strings {wt|t = 1, · · · , n2} are the complex roots in the imaginary axis and the

vertical line with Re(z̄) = τ
2i
.

Based on the zero roots patterns derive above, the physical quantities such as the ground

state energy and excitation energy in the thermodynamic limit can be computed. The key

point of the process is to introduce a proper set of inhomogeneity parameters, which serve

as the auxiliary tool for the computation and will be taken to zero finally. For the real η, we

choose all the inhomogeneity parameters to be imaginary, i.e., {θj} = {θ̄ji}. Such a choice

does not change the patterns of the roots but the root density.

In the thermodynamic limit, we assume that the inhomogeneity has a density ̺(θ̄) ∼

1/N(θ̄j− θ̄j−1). Taking the logarithm of Eq.(2.23) and making the difference of the equations

for θ̄j and θ̄j−1, by omitting the O(N−1) terms we readily have

N

∫ τ
2i

− τ
2i

A 1−η
2

i(u− x)ρ(x)dx+

n2
∑

t=1

(

Awt−
η
2
i(u) + Awt+

η
2
i(u)

)

= Aηi(u) + Aηi+ i
2

(u) + Aηi+ τ
2
i(u) + Aηi+ τ−1

2
i(u)

−A η

2
i(u)− A η+1

2
i(u)− A η+τ

2
i(u)−A η+1+τ

2
i(u)

12
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(a) N = 8
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Figure 1: Exact numerical results of the zero roots at the ground and first excited states for

(a) N = 8 and (b) N = 9. Here τ = 0.6i, η = 0.7, β+
1 = 0.04, β−

1 = 0.02, β+
2 = 0.04, β−

2 =

0.02, β+
3 = 0.04i and β−

3 = 0.03i. The asterisks indicate the roots at the ground state and

the circles indicate the results at the first excited state. For the clearness, we also draw the

lines with fixed imaginary parts ±η

2
i.

+N

∫ τ
2i

− τ
2i

{

Aηi(u+ θ̄) + Aηi(u− θ̄)
}

̺(θ̄)dθ̄ +
∑

γ=±

3
∑

l=1

Aα
γ
l
i(u), (3.12)

where ρ(x) is the density of the bulk zero roots located on the line i
2
, Aγ(u) is a periodic

function with the form

Aγ(u) =
σ′(i(u− γ))

σ(i(u− γ))
+
σ′(i(u+ γ))

σ(i(u+ γ))
−

4π

τ
u, (3.13)

and γ is the complex number with Im(γ) ∈ [−1, 1] and Re(γ) ∈ [− τ
2i
, τ
2i
].

Taking homogeneous limit ̺(θ̄) → δ(θ̄), the density ρ(x) of the corresponding homoge-

neous system can be obtained via the following Fourier transform

F̃ (k) =

∫ T

−T

F (x)e−ik π
T
xdx, F (x) =

1

2T

∞
∑

k=−∞

F̃ (k)eik
π
T
x, k ∈ Z, (3.14)

where F (x) is a periodic function and 2T is the periodicity. The solution of the density is

Nρ̃(k) =
1

Ã 1−η
2

i(k)

{

2NÃηi(k) +
∑

γ=±

3
∑

l=1

Ãα
γ
l
i(k) + Ãηi(k) + Ãηi− i

2

(k)

+Ãηi+ τ
2
i(k) + Ãηi+ τ−1

2
i(k)− Ã η

2
i(k)− Ã η+1

2
i(k)− Ã η+τ

2
i(k)

−Ã η+1+τ
2

i(k)−

n2
∑

t=1

(

Ãwt−
η
2
i(k) + Ãwt+

η
2
i(k)

)

}

, (3.15)
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where Ãγ(k) is the Fourier transformation of function Aγ(u)

Ãγ(k) =

{

−2π
(

cosh( ikπ
τ
2γi) coth( ikπ

τ
) + sI(γ) sinh( ikπ

τ
2γi)

)

, k 6= 0,

0, k = 0,
(3.16)

and

sI(γ) =















1, Im(γ) > 0,

0, Im(γ) = 0,

−1, Im(γ) < 0.

(3.17)

Substituting the patterns of zero roots into Eq.(2.32) and taking the thermodynamic

limit, we obtain the eigen-energy E as

E = −
N

2

σ(η)

σ′(0)

∫ τ
2i

− τ
2i

B 1−η

2
i(x)ρ(x)dx−N

σ′(η)

σ′(0)
+
σ′(η)

σ′(0)
− 2

σ(η)

σ′(0)

σ′(2η)

σ(2η)

+
σ(η)

σ′(0)

1

2

n2
∑

t=1

(

Bwt+
η

2
i(0)− Bwt−

η

2
i(0)

)

= −
σ(η)

σ′(0)

N

2

i

τ

∞
∑

k=−∞

B̃ 1−η

2
i(k)ρ̃(k)−N

σ′(η)

σ′(0)
+
σ′(η)

σ′(0)
− 2

σ(η)

σ′(0)

σ′(2η)

σ(2η)

+
n2
∑

t=1

σ(η)

σ′(0)

1

2

i

τ

∞
∑

k=−∞

(

B̃wt+
η
2
i(k)− B̃wt−

η
2
i(k)

)

, (3.18)

where Bγ(u) is a periodic function with the form

Bγ(u) =
σ′(i(u− γ))

σ(i(u− γ))
−
σ′(i(u+ γ))

σ(i(u+ γ))
, (3.19)

and B̃γ(k) is the Fourier transformations of Bγ(u)

B̃γ(k) =

{

2π
(

sinh( ikπ
τ
2γi) coth( ikπ

τ
) + sI(γ) cosh( ikπ

τ
2γi)

)

, k 6= 0,

2π (2γi+ sI(γ)) , k = 0.
(3.20)

Substituting the density (3.15) into (3.18), the energy E is solved as

E = erN + Ef
r + E+

r + E−
r +

n2
∑

t=1

Ew
r (wt), (3.21)

where er is the energy density in the bulk

er = −
σ(η)

σ′(0)

{

4π
i

τ

∞
∑

k=1

tanh(
ikπ

τ
η)

cosh( ikπ
τ
(1− 2η))

sinh( ikπ
τ
)

+
i

τ
2πη +

σ′(η)

σ(η)

}

, (3.22)
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Ef
r indicate the contributions of free open boundaries

Ef
r = −2π

σ(η)

σ′(0)

i

τ

∞
∑

k=1

tanh(
ikπ

τ
η)

1 + cos(kπ)

sinh(ikπ/τ)

{

cosh(
ikπ

τ
(1− 2η))

+ cosh(
ikπ

τ
(1− |1− 2η|))− cosh(

ikπ

τ
(1− η))− cosh(

ikπ

τ
η)

}

+
σ′(η)

σ′(0)
− 2

σ(η)

σ′(0)

σ′(2η)

σ(2η)
, (3.23)

and E±
r , E

r(wt) are the energies induced by the boundary magnetic fields

E±
r = −

σ(η)

σ′(0)
2π

i

τ

∞
∑

k=1

tanh(ikπη/τ)

sinh(ikπ/τ)

{

cosh(2
ikπ

τ
(
1

2
− β±

1 ))

+ cosh(2
ikπ

τ
(
1

2
− β±

2 )) cos(kπ) + cosh(2
ikπ

τ
β±
3 )

}

−
σ(η)

σ′(0)

i

τ
3πη, (3.24)

Ew
r (wt) =

(

sI(wt +
η

2
i)− sI(wt −

η

2
i)
) σ(η)

σ′(0)

iπ

τ

∞
∑

k=−∞

cosh( ikπ
τ
2wti)

cosh( ikπ
τ
η)

. (3.25)

From Eq.(3.25), we see that only the discrete roots with Im(wt) ∈ [−η

2
, η
2
] can contribute the

non-zero boundary energy to the system.

Next, we should study the discrete roots. From the numerical simulation as shown in

Fig.1, we find that there exist two discrete zero roots

w1 =
1− η

2
i, w2 =

τ

2i
+

1− η

2
i, (3.26)

which do not depend on the boundary parameters and the ground or first excited states.

According to Eq.(3.25), above two roots will contribute a non-zero eigen-energy.

The remaining discrete roots can be divided into two types. The first kind of discrete

roots are the complex numbers located long the line Re(z̄) = 0 induced by the parameter β±
1

and the second ones are that located along the line Re(z̄) = τ
2i

induced by the parameters

β±
2 . Substituting Eq.(2.33) into (3.11), we get the forms of first kind of discrete roots as

(η
2
+ ε−1 β

−
1 )i and −(η

2
+ ε+1 β

+
1 )i, where the minimum distance between them is 2η − 1. The

second kind of discrete roots are τ
2i
+ (η

2
+ ε−2 β

−
2 )i and

τ
2i
− (η

2
+ ε+2 β

+
2 )i, where the minimum

distance between them also is 2η − 1. With the changing of boundary parameters β±
1 and

β±
2 , some discrete roots move and locate on the line i

2
. Therefore, the first kind of boundary

strings take the forms

w3 = min

{

η

2
+ β−

1 ,
1

2

}

i, w4 = −min

{

η

2
+ β+

1 ,
1

2

}

i. (3.27)
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These boundary strings contribute nothing to the energy according to Eq.(3.25). It should

be noted that as shown in Fig.1, these boundary strings keep unchanged at both the ground

state and the first excited state, and are independent of the parities of the sites number N .

However, the second kind of boundary strings depends on the states of the system and

the parities of N . At the ground state, the boundary strings are

w5g =
τ

2i
+min

{

η

2
+ β−

2 ,
1

2

}

i, w6g =
τ

2i
−min

{

η

2
+ β+

2 ,
1

2

}

i, (3.28)

for even N and are

w5g =
τ

2i
+max

{η

2
− β−

2 , 0
}

i, w6g =
τ

2i
−min

{

η

2
+ β+

2 ,
1

2

}

i. (3.29)

for odd N .

Substituting the discrete roots (3.26) and boundary strings (3.28) or (3.29) into (3.21),

we obtain the ground state energy as

Eg
r = erN + Ef

r + E+
r + E−

r + Ew
r (w1) + Ew

r (w2) + Ew
r (w5g) + Ew

r (w6g). (3.30)

The definition of the surface energy is defined as Es
r ≡ Eg

r − Egp
r , where Egp

r is the ground

state energy of the periodic XYZ spin chain which reads Egp
r = Ner +

1
2
(1− (−1)N)Ew

r (
τ
2i
).

Then the surface energy of present system is

Es
r = Ef

r + E+
r + E−

r + Ew
r (w1) + Ew

r (w2) + Ew
r (w5g)

+Ew
r (w6g)−

1

2
(1− (−1)N )Ew

r (
τ

2i
). (3.31)

Next, we consider the elementary excitation. By comparing the distribution of zero roots

at the ground state and that at the first excited state, we find that the boundary strings

located on the vertical line Re(z̄) = τ
2i

are changed, while others are similar due to the

reconstruction of Fermi sea, which can seen clearly from Fig.1. Furthermore, the structure

of boundary strings depends on the parity of N . If N is even, the boundary strings are

w5e =
τ

2i
+ φ1i, w6e =

τ

2i
−max

{η

2
− β+

2 , 2η − 1− φ1, 0
}

i, (3.32)

with φ1 = max
{

η

2
− β−

2 , η −
1
2

}

. As illustrated in Fig.1(a), the boundary strings w5g and

w6g (3.28) at the ground state are excited to their symmetrical positions with respect to

the red lines Im(z̄) = η

2
and Im(z̄) = −η

2
, respectively. The boundary strings w5e and w6e

(3.32) are located in the region within two lines Im(z̄) = ±η

2
, and contribute the non-zero

eigen-energies.
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If N is odd, the boundary strings are

w5e =
τ

2i
+min

{

η

2
+ β−

2 ,
1

2

}

i, w6e =
τ

2i
−max

{

η

2
− β+

2 ,
3η

2
− 1− β−

2 , 0

}

i. (3.33)

As illustrated in Fig.1(b), we see that the boundary strings w5g and w6g (3.29) at the ground

state are excited to the symmetrical positions with respect to the lines Im(z̄) = η

2
and

Im(z̄) = η

2
, respectively. Here, the boundary strings w5e contributes nothing to the energy,

while the w6e indeed has the non-zero contribution and induce the excitation energy of the

system with odd N .

Substituting the discrete roots (3.26) and boundary strings (3.32 ) or (3.33) into (3.21),

we obtain the energy at the first excited state

Ee
r = erN + Ef

r + E+
r + E−

r + Ew
r (w1) + Ew

r (w2) + Ew
r (w5e) + Ew

r (w6e). (3.34)

Define the excitation energy as ∆Er ≡ Ee
r − Eg

r and we have

∆Er = Ew
r (w5e) + Ew

r (w6e)− Ew
r (w5g)− Ew

r (w6g). (3.35)
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Figure 2: (a)-(b) The surface energy Es
r versus β

+
2 . (c)-(d) The excitation energy ∆Er versus

the boundary parameter β+
2 . Here the model parameters are chosen as τ = 0.6i, η = 0.7,

β+
1 = 0.04, β−

1 = 0.02, β−
2 = 0.02, β+

3 = 0.04i and β−
3 = 0.03i. The solid lines indicate the

analytic results and the asterisks are the DMRG data. They are consistent with each other

very well.

We should remark that the surface energy Es
r and the excitation energy ∆Er depend

on the parity of N , due to the different patterns of boundary strings. The surface energy

and excitation energy versus the boundary parameter β+
2 are shown in Fig.2. To check the

correction of our results, we also apply the density matrix renormalization group (DMRG)

method [36] to study Es
r and ∆Er with several values of β+

2 , and the results are shown as

the asterisks in Fig.2. It is clear that our analytic results are consistent with the numerical

ones very well.
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3.2.2 Results in the boundary parameters region (2.42)
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Figure 3: Exact numerical results of the zero roots after parameter changes (a) β+
1 → 1−β+

1 ,

(b) β+
1 → β+

1 + τ , and (c) β+
1 → β+

1 + 1. The asterisks indicate the numerical values of {z̄}

at the ground state and the circles indicate the values of {z̄} at the first excited state. Here

N = 8, τ = 0.6i, η = 0.7, β+
1 = 0.04, β−

1 = 0.02, β+
2 = 0.04, β−

2 = 0.02, β+
3 = 0.04i and

β−
3 = 0.03i.

Next, we should investigate the remaining region of boundary parameters. We find

that the parameter changes (2.42) do not effect the root patterns except for the boundary

strings, as shown in Fig.3 for the numerical validation. Thus the forms of Eqs.(3.12)-(3.25)

keep unchanged. From the derivation, we also know that in the thermodynamic limit, the

energies er, E
f
r , E

±
r determined by the bulk roots are the same as before. The discrete

roots only affect the values of boundary energy Ew
r (wt) (3.25). Thus we should analyze the

distribution of discrete roots {wt}.

The numerical results show that the distribution of discrete roots is invariant under the

parameter changes β+
1 → 1− β+

1 and β+
1 → β+

1 + τ in the ground state and the first excited

state, which can also be obtain by comparing the data in Fig.1 (a) with those in Fig.3 (a)-(b).

Then we conclude that the surface energy Es
r and the excitation energy ∆Er are invariant

under such parameter changes in the thermodynamic limit. We verify this conclusion by the

DMRG method and the results are shown in Fig.4 (a) and (c), where asterisks and circles

are the results after taking parameter transformations, and the solid lines are the analytic

results. We see that they coincide with each other very well.

However, the parameter transformation β+
1 → β+

1 +1 will indeed affect the distribution of

discrete boundary strings at the ground state and the first excited state. By careful checking

the patterns of zero roots, we also conclude that this transition is equivalent to the change
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of parities of sites number N . For example, please compare Fig.1(c) with Fig.3(c). Thus

the discrete boundary strings after taking β+
1 → β+

1 + 1 are the same as that changing the

parities of N , which have been given in Eqs.(3.27)-(3.33). Therefore the surface energy Es
r

and excitation energy ∆Er for the even N can be obtained by using the boundary strings

with the odd N , and vice versa. We verify this conclusions by the DMRG method and

the results are shown in Fig.4(b) and (d), where the triangles are the results after taking

parameter transformation, and the solid lines are the analytic results. It can be seen that

the analytic results coincide with the DMRG results.
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Figure 4: (a)-(b) The surface energy Es
r versus the boundary parameter β+

2 . (c)-(d) The

excitation energy ∆Er versus β
+
2 . The solid lines indicate the analytic results. The asterisks,

circles and triangles indicate the DMRG results after the transformations β+
1 → 1 − β+

1 ,

β+
1 → β+

1 + τ and β+
1 → β+

1 + 1, respectively. Here N = 101, τ = 0.6i, η = 0.7, β+
1 =

0.04, β−
1 = 0.02, β−

2 = 0.02, β+
3 = 0.04i and β−

3 = 0.03i.

Such a parity dependence of the surface energy and the excitation energy is due to the

quasi-long-range Neel order in the bulk. For the real crossing parameter η, the coupling

constants (2.2) satisfy |Jx| > |Jy| > |Jz|, which leads to the spontaneous magnetization and

the easy axis of magnetization is the x-direction. If the couplings are anti-ferromagnetic,

two spins with nearest neighbor should take the opposite directions to reduce the energy.

For the even N , two boundary spins prefer to be anti-parallel. While for the odd N , two

boundary spins prefer to be parallel. Therefore, fixed boundary magnetic fields must induce

the different surface energies and excitation energies for the different parities of N . This

conclusion is also valid for the ferromagnetic couplings. Thus we explain the reason why

flipping the boundary fields along the y- and z-directions (which correspond the changes of

β+
1 → 1 − β+

1 and β+
1 → β+

1 + τ) does not affect the surface and excitation energies of the

system, and flipping the boundary field along the x-direction (which corresponds the change

of β+
1 → β+

1 + 1) has the same effects to the boundary energies as that of changing the
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parities of N .

3.3 Surface energy and excitation with η ∈ (0, 1
2
)

If the boundary parameters are chosen in the region (2.41) and 0 < η < 1
2
, the numerical

results of zero roots at the ground state and those at the first excited state are shown in

Fig.5. We see that the roots include the conjugate pairs {z̄l = xl ± ηi|l = 1, · · · , n1

2
} with

real xl ∈ [0, τ
2i
] in the bulk and n2 = N + 3 − n1 discrete roots {wt|t = 1, · · · , n2}. The

conjugate pairs in the bulk would distribute continuously in the thermodynamic limit.
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-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

(a) N = 8

0 0.05 0.1 0.15 0.2 0.25 0.3
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

(b) N = 9

Figure 5: Zero roots on the complex plane at the ground state and the first excited state

for (a) N = 8 and (b) N = 9. The asterisks indicate the results at the ground state and

the circles indicate the results at the first excited state. For the clearness, we also draw the

lines with fixed imaginary parts ±η

2
i. Here τ = 0.6i, η = 0.4, β+

1 = 0.04, β−
1 = 0.02, β+

2 =

0.04, β−
2 = 0.02, β+

3 = 0.04i and β−
3 = 0.03i.

Using the similar procedure as before, we obtain that the density of roots should satisfy

following integration equation

N

∫ τ
2i

− τ
2i

(

A η

2
i(u− x) + A 3η

2
i(u− x)

)

ρ(x)dx+

n2
∑

t=1

(

Awt−
η

2
i(u) + Awt+

η

2
i(u)

)

= Aηi(u) + Aηi+ i
2

(u) + Aηi+ τ
2
i(u) + Aηi+ τ−1

2
i(u)− A η

2
i(u)− A η+1

2
i(u)−A η+τ

2
i(u)

−A η+1+τ

2
i(u) +N

∫ τ
2i

− τ
2i

{

Aηi(u+ θ̄) + Aηi(u− θ̄)
}

̺(θ̄)dθ̄ +
∑

γ=±

3
∑

l=1

Aα
γ
l
i(u), (3.36)

where ρ(x) is the density of bulk conjugate pairs and ̺(θ̄) is the density of auxiliary inho-

mogeneity parameters. Taking the homogeneous limit ̺(θ̄) → δ(θ̄), we can solve the density
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ρ(x) via Fourier transform (3.14) and the result is

Nρ̃(k) =
1

Ã η

2
i(k) + Ã 3η

2
i(k)

{

∑

γ=±

3
∑

l=1

Ãα
γ
l
i(k) + 2NÃηi(k) + Ãηi(k) + Ãηi+ i

2

(k)

+Ãηi+ τ
2
i(k) + Ãηi+ 1+τ

2
i(k)− Ã η

2
i(k)− Ã η+1

2
i(k)− Ã η+τ

2
i(k)− Ã η+1+τ

2
i(k)

−

n2
∑

t=1

(

Ãwt−
η

2
i(k) + Awt+

η

2
i(k)

)

}

. (3.37)

The eigen-energy in the thermodynamic limit can be expressed as

E =

n2
∑

t=1

σ(η)

σ′(0)

1

2

i

τ

∞
∑

k=−∞

(

−B̃wt−
η

2
i(k) + B̃wt+

η

2
i(k)

)

−N
σ′(η)

σ′(0)
+
σ′(η)

σ′(0)

−2
σ(η)

σ′(0)

σ′(2η)

σ(2η)
+
σ(η)

σ′(0)

N

2

i

τ

∞
∑

k=−∞

(

B̃ 3η

2
i(k)− B̃ η

2
i(k)

)

ρ̃(k). (3.38)

By substituting Eq.(3.37) into the above Eq.(3.38), we can ultimately solve for the energy

E as given by Eqs.(3.21)-(3.25).

Next, we should determine the discrete roots. We focus on the ground and the first

excited states. From Fig.5, we see that there exists a discrete root located on the line

Im(z̄) = 1
2
which contributes nothing to the eigen-energy and only appears in the case of

even N . The discrete roots (3.26) also exist and contribute nothing to the eigen-energy. The

remaining discrete roots include the boundary strings located along the line Re(z̄) = 0 and

the boundary strings located along the line Re(z̄) = τ
2i
. From the numerical simulation, we

find that the maximum length of these boundary strings is 2η.

The boundary strings w− and w+ located along the line Re(z̄) = 0 are induced by the

boundary parameters β±
1 . With the increasing of boundary parameters β−

1 and β+
1 , two

discrete roots w− and w+ will move away from the real axis, and eventually form the strings

w− = ηi and w+ = −ηi, which obey Eq.(3.8) with nj = 1, νj = 1 and the distance between

them is the maximum value 2η. From these analyses, we present this kind of boundary

strings as

w− = φ2i, w+ = −min

{

η

2
+ β+

1 , 2η − φ2,
1

2

}

i, (3.39)

where φ2 = min
{

η

2
+ β−

1 , η
}

. It should be noted that as shown in Fig.5, these boundary

strings keep unchanged at both the ground state and the first excited state, and are in-

dependent of the parities of N . Clearly, this boundary strings contribute nothing to the

eigen-energy of the system.
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However, the boundary strings induced by the boundary parameters β±
2 (the complex

numbers located at the line Re(z̄) = τ
2i
) can contribute the non-zero value to the energy.

Thus we only consider this kind of boundary strings, which depend on the states and the

parities of N . At the ground state, the boundary strings are

w−
g =

τ

2i
+ φ3i, w+

g =
τ

2i
−min

{

η

2
+ β+

2 , 2η − φ3,
1

2

}

i, (3.40)

with φ3 = min
{

η

2
+ β−

2 , η
}

for even N , and are

w−
g =

τ

2i
+max

{η

2
− β−

2 , 0
}

i, w+
g =

τ

2i
−min

{

η

2
+ β+

2 ,
3η

2
+ β−

2 ,
1

2

}

i. (3.41)

for odd N . The ground state energy reads

Eg
r = erN + Ef

r + E+
r + E−

r + Ew
r (w

−
g ) + Ew

r (w
+
g ). (3.42)

Here er, E
f
r and E±

r are given by Eqs.(3.22), (3.23) and (3.24), respectively. Substituting the

boundary strings (3.40) or (3.41) into Eq.(3.25), we obtain the values of Ew
r (w

±
g ). Then the

ground state energy is completely determined. Comparing with the ground state energy of

XYZ spin chain with periodic boundary condition, we obtain the surface energy of present

open system as

Es
r = Ef

r + E+
r + E−

r + Ew
r (w

−
g ) + Ew

r (w
+
g )−

1

2
(1− (−1)N)Ew

r (
τ

2i
). (3.43)

According to this analytical expression, the surface energy Es
r with some fixed model pa-

rameters are shown in Fig.6(a) and (b) as the solid lines. To check the correction of these

results, we calculate the surface energy with same model parameters by suing the DMRG

method, and the numerical data are shown in Fig.6(a) and (b) as the asterisks. We see that

the analytic results and numerical ones are consistent with each other very well.

Next, we consider the first excited state. By comparing the zero roots distribution (rep-

resented by asterisks) at the ground state and the ones (represented by circles) at the first

excited state in Fig.5, we see that the boundary strings located along the line Re(z̄) = τ
2i

showing a different pattern. Furthermore, we note that the boundary strings at the first

excited state are dependent on the parities of N .

In the case of even N , as illustrated in subgraph (a) of Fig.5, it can be observed that at

the first excited state, the boundary strings w−
g and w+

g (3.40) jump to their symmetrical

positions with respect to the line Im(z̄) = η

2
and Im(z̄) = −η

2
, respectively, and form the

boundary strings w−
e and w+

e . The boundary strings w−
e and w+

e are located within the
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two red lines Im(z̄) = ±η

2
, and they can contribute the non-zero eigen-energy. With the

increasing of boundary parameters β−
2 and β+

2 , the discrete roots w−
e and w+

e move towards

the real axis, and eventually located at the real axis. From above analysis, we obtain the

form of boundary strings as

w−
e =

τ

2i
+max

{η

2
− β−

2 , 0
}

i, w+
e =

τ

2i
−max

{η

2
− β+

2 , 0
}

i. (3.44)

In the case of odd N , as illustrated in subgraph (b) of Fig.5, it can be observed that at

the first excited state, the discrete zero roots w−
g and w+

g (3.41) jump to their symmetrical

positions with respect to the red lines Im(z̄) = η

2
and Im(z̄) = −η

2
, respectively, thereby

forming the discrete roots w−
e and w+

e . Furthermore, as the boundary parameters β−
2 and

β+
2 increase, the discrete root w−

e moves away from the real axis, while the roots w+
e moves

towards the real axis. From above analysis, we obtain the form of boundary strings as

w−
e =

τ

2i
+min

{

η

2
+ β−

2 ,
1

2

}

i, w+
e =

τ

2i
−max

{η

2
− β+

2 , 0
}

i. (3.45)

Substituting these roots into the unified form (3.25), we obtain the first excited state energy

Ee
r = erN + Ef

r + E+
r + E−

r + Ew
r (w

−
e ) + Ew

r (w
+
e ). (3.46)

Subtract the result from the ground state energy, and we have the excitation energy

∆Er = Ew
r (w

−
e ) + Ew

r (w
+
e )− Ew

r (w
−
g )− Ew

r (w
+
g ). (3.47)

The analytical results of excitation energy with certain fixed model parameters for the differ-

ent parities of N are shown in Fig.6(c) and (d) as the solid lines, where the asterisks are the

DMRG results with the same model parameters. We see that the analytic results coincide

with the DMRG data very well, and our results are correct.

For the system with η ∈ (0, 1
2
), due to the quasi-long-range Neel order in the bulk, it is

expected that the results in the boundary parameters region (2.42) are consistent with the

discussions presented in the subsection 3.2.2. Firstly, the distribution of discrete roots is

invariant under the parameter changes β+
1 → 1− β+

1 and β+
1 → β+

1 + τ in the ground state

and the first excited state. Consequently, the surface energy Es
r and the excitation energy

∆Er remain unchanged under such parameter changes in the thermodynamic limit.

Secondly, the effect of the parameter change β+
1 → β+

1 + 1 on the discrete boundary

strings is identical to the results obtained by directly changing the parity of N . The specific

forms of these discrete boundary strings, which can contribute a non-zero eigen-energy, have

been elaborated in Eqs.(3.40), (3.41), (3.44), and (3.45). Therefore the surface energy Es
r

and excitation energy ∆Er for the even N can be obtained by using the boundary strings

with the odd N , and vice versa.
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Figure 6: The surface energy Es
r and the excitation energy ∆Er versus the boundary param-

eter β+
2 . The solid lines indicate the analytic results of Es

r calculated from Eq.(3.43), and

∆Er calculated from Eq.(3.47). The blue asterisks are the results obtained by using DMRG

with N = 314 [(a) and (c)] and N = 315 [(b) and (d)]. Here, the fixed model parameters are

chosen as τ = 0.6i, η = 0.3, β+
1 = 0.04, β−

1 = 0.02, β−
2 = 0.02, β+

3 = 0.04i and β−
3 = 0.03i.

4 Thermodynamic limit for the imaginary η

4.1 Patterns of zero roots

Next, we study the case that η is imaginary. We first examine the distribution patterns of

zero roots {zl}. With the help of choosing real inhomogeneity parameters {θj}, we prove

that t(u)† = t(−u∗), which gives Λ(u) = Λ∗(−u∗). Therefore, if zl is a root of Λ(u), there

must exist another root zj satisfying

zj = z∗l +m1τ +m2, m1, m2 ∈ Z. (4.1)

Based on Eq.(4.1), we deduce that the zero roots {±zl} can be classified into: (i) real

numbers; (ii) pure imaginary numbers on the lines ± τ
2
, where their conjugates shifted by τ

become themselves; (iii) conjugate pairs {±zl, ±z
∗
l } and (iv) discrete roots induced by the

boundary magnetic fields. According to the quasi-periodicity of elliptic functions and the

relation (4.1), we fix the roots into the region Im(zl) ∈ [− τ
2i
, τ
2i
] and Re(zl) ∈ [−1

2
, 1
2
].

Now, we determine the detailed forms of root patterns in the cases of (iii) and (iv). As

explained previously, for the discrete values of ηL,K (3.2), the eigenvalue Λ(u) is characterized

by the homogeneous T −Q relation (3.3). In the thermodynamic limit, the values of η could

be continuous with the properly choosing of L, K and M . We should note that all the

eigen-states can be obtained by putting M = N , thus the energy spectrum are complete.

Putting uj ≡ λj −
η

2
and considering the homogeneous limit {θj → 0}, the Bethe roots in
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the T −Q relation (3.3) should satisfy the BAEs

−e−8iπLλj
σ(2λj + η)

σ(2λj − η)

∏

γ=±

3
∏

k=1

σ(λj − εγkα
γ
k −

η

2
)

σ(λj + εγkα
γ
k +

η

2
)

(

σ(λj +
η

2
)

σ(λj −
η

2
)

)2N

=

N
∏

l=1

σ(λj − λl + η)σ(λj + λl + η)

σ(λj − λl − η)σ(λj + λl − η)
, j = 1, · · · , N. (4.2)

The solutions of BAEs (4.2) give that the Bethe roots satisfy the string hypothesis

λj,k = xj + (
nj + 1

2
− k)η +

1− νj
4

τ +O(e−δN), 1 ≤ k ≤ nj, (4.3)

where xj is the position of the j-string on the real axis, k means the kth Bethe roots

in j-string, O(e−δN ) means the finite size correction, nj is the length of j-string which is

determined by η

τ
, and νj = ±1 denotes the parity of j-string. The center of j-string is the

real axis if νj = 1, and is located at the line with fixed imaginary party τ
2
in the complex

plane if νj = −1.

Substituting {u = zj −
η

2
} into the T − Q relation (3.3), we obtain the relation between

{zj} and {λj} as

−e−8iπLzj
σ(2zj + η)

σ(2zj − η)

∏

γ=±

3
∏

k=1

σ(zj − εγkα
γ
k −

η

2
)

σ(zj + εγkα
γ
k +

η

2
)

(

σ(zj +
η

2
)

σ(zj −
η

2
)

)2N

=

N
∏

l=1

σ(zj − λl + η)σ(zj + λl + η)

σ(zj − λl − η)σ(zj + λl − η)
, j = 1, · · · , N + 3. (4.4)

The roots of functions Λ(u) and Q(u) could not be equal, i.e., zj 6= λj. From the structure

of Bethe roots {λj,k} (4.3) and Eq.(4.4), we obtain the structure of zero roots {zj} as

zj = xj ±
nj + 1

2
η +

1− νj
4

τ +O(e−δN). (4.5)

For clarity, we present two simple patterns of zero roots as below. If nj = 1, νj = 1, the root

pattern is zj = xj ± η, and if nj = 1, νj = −1, the root pattern is zj = xj ± ( τ
2
− η) which

has been shifted by τ to ensure Im(zj) ∈ [− τ
2i
, τ
2i
].

From the numerical simulation and singularity analysis of Eq.(4.4), we obtain that there

exist several discrete roots

wγ
k = ±

(η

2
+ εγkα

γ
k

)

. (4.6)

We also find that the distribution patterns of roots {zl|l = 1, 2, · · · , N + 3} in the interval

Im(η) ∈ (0, τ
2i
] and those in the interval Im(η) ∈ ( τ

2i
, τ
i
) are different. Thus we should consider

them separately.
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4.2 Surface energy and excitation with Im(η) ∈ ( τ
2i,

τ
i
)
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Figure 7: The distribution patterns of zero roots at the ground state and the first excited

state for (a) N = 8 and (b) N = 9. Here τ = 1.6i, η = i, β+
1 = 0.08i, β−

1 = 0.04i, β+
2 = 0.1,

β−
2 = 0.04, β+

3 = 0.08i and β−
3 = 0.04i. The asterisks indicate the z-roots at the ground

state and the circles means the results at the first excited state. The imaginary part of the

red lines is ± η

2i
.

The patterns of z-roots at the ground state and at the first excited state are shown in

Fig.7. From it, we see that the bulk of the roots are located on the line τ
2
with the form of

{zl = xl +
τ
2
|l = 1, · · · , n1} and xl ∈ [0, 1

2
]. These roots are continuously distributed in the

thermodynamic limit. Besides, there are n2 = N + 3 − n1 discrete roots {wt|t = 1, · · · , n2}

with the form of conjugate pairs or complex numbers located on the imaginary axis and

vertical line Re(z) = 1
2
.

Based on the above zero root patterns, we can study the thermodynamic limit with the

suitable choice of inhomogeneity parameters {θj}. Suppose {θj} are real and define the

corresponding density as ̺(θ) ∼ 1/N(θj − θj−1). Taking the logarithm of Eq.(2.23), making

the difference of equations for real θj and θj−1, and omitting the correction O(N−1), we

readily have

n2
∑

t=1

(

Cwt+
η

2
(u) + Cwt−

η

2
(u)

)

+N

∫ 1

2

− 1

2

C τ−η
2

(u− x)ρ(x)dx

= Cη(u) + Cη+ 1

2

(u) + Cη+ τ
2
(u) + Cη+ 1−τ

2

(u)− C η

2
(u)− C η+1

2

(u)− C η+τ

2

(u)

−C η+1+τ

2

(u) +N

∫ 1

2

− 1

2

(Cη(u+ θ) + Cη(u− θ)) ̺(θ)dθ +
∑

γ=±

3
∑

l=1

Cα
γ
l
(u), (4.7)

where the function ρ(x) is the density of bulk roots located on the line τ
2
, Cξ(u) is the periodic
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function defined in the interval [−1
2
, 1
2
] as

Cξ(u) =
σ′(u− ξ)

σ(u− ξ)
+
σ′(u+ ξ)

σ(u+ ξ)
, (4.8)

and ξ is a complex number with Im(ξ) ∈ [− τ
i
, τ
i
] and Re(ξ) ∈ [−1

2
, 1
2
].

In the thermodynamic limit, the density of inhomogeneity parameters is the δ-function,

i.e., ̺(θ) → δ(θ). Then Eq.(4.7) can be solved by the Fourier transform (3.14) and the

solution is

Nρ̃(k) =
1

C̃ τ−η

2

(k)

{

2NC̃η(k) +
∑

γ=±

3
∑

l=1

C̃α
γ
l
(k) + C̃η(k) + C̃η+ 1

2

(k)

+C̃η− τ
2
(k) + C̃η+ 1−τ

2

(k)− C̃ η

2
(k)− C̃ η+1

2

(k)− C̃ η+τ
2

(k)

−C̃ η+1+τ

2

(k)−

n2
∑

t=1

(

C̃wt+
η

2
(k) + C̃wt−

η

2
(k)

)

}

, (4.9)

where ρ̃(k) is the Fourier transformation of ρ(x), C̃ξ(k) is the Fourier transformation of Cξ(u)

C̃ξ(k) =

{

−2iπ (− cosh(ikπ2ξ) coth(ikπτ) + sI(ξ) sinh(ikπ2ξ)) , k 6= 0,

0, k = 0,
(4.10)

and the function sI(ξ) is given by (3.17). Please note that the Fourier spectrum {k} take

the integer values.

Substituting the zero root patterns at the ground and first excited state into the expres-

sion of energy (2.32), we have

E =
σ(η)

σ′(0)

1

2
N

∫ 1

2

− 1

2

(

D τ−η

2

(x)− 2iπ
)

ρ(x)dx−N
σ′(η)

σ′(0)
+
σ′(η)

σ′(0)

−2
σ(η)

σ′(0)

σ′(2η)

σ(2η)
+
σ(η)

σ′(0)

1

2

n2
∑

t=1

(

Dwt−
η

2
(0)−Dwt+

η

2
(0)

)

=
σ(η)

σ′(0)

1

2
N

∞
∑

k=−∞

(

D̃ τ−η
2

(k)− 2iπδk,0

)

ρ̃(k)−N
σ′(η)

σ′(0)
+
σ′(η)

σ′(0)

−2
σ(η)

σ′(0)

σ′(2η)

σ(2η)
+

n2
∑

t=1

σ(η)

σ′(0)

1

2

∞
∑

k=−∞

(

D̃wt−
η

2
(k)− D̃wt+

η

2
(k)

)

, (4.11)

where Dξ(u) is the periodic function defined in the interval [−1
2
, 1
2
] as

Dξ(u) =
σ′(u− ξ)

σ(u− ξ)
−
σ′(u+ ξ)

σ(u+ ξ)
, (4.12)
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and D̃ξ(k) is the Fourier transformation of Dξ(u) (4.12)

D̃ξ(k) =

{

2iπ (− sinh(ikπ2ξ) coth(ikπτ) + sI(ξ) cosh(ikπ2ξ)) , k 6= 0,

sI(ξ)2iπ, k = 0.
(4.13)

Substituting Eq.(4.9) into Eq.(4.11), we obtain the energy E as

E = eiN + Ef
i + E+

i + E−
i +

n2
∑

t=1

Ew
i (wt), (4.14)

where ei is the energy density of the bulk

ei =
σ(η)

σ′(0)

{

4iπ

∞
∑

k=1

tanh(ikπη)
cosh(ikπ(τ − 2η))

sinh(ikπτ)
−
σ′(η)

σ(η)

}

, (4.15)

Ef
i is the surface energy induced by the free open boundaries

Ef
i = 2iπ

σ(η)

σ′(0)

∞
∑

k=1

tanh(ikπη)
1 + cos(kπ)

sinh(ikπτ)
{cosh(ikπ(τ − 2η))

+ cosh(ikπ(τ − i|τ − 2η|))− cosh(ikπ(τ − η))− cosh(ikπη)}

+
σ′(η)

σ′(0)
− 2

σ(η)

σ′(0)

σ′(2η)

σ(2η)
, (4.16)

E±
i indicate the contributions of two boundary fields

E±
i = 2iπ

σ(η)

σ′(0)

∞
∑

k=1

tanh(ikπη)
1

sinh(ikπτ)

{

cosh(2ikπ(
τ

2
− β±

1 ))

+ cosh(2ikπβ±
2 ) + cosh(2ikπ(

τ

2
− β±

3 )) cos(kπ)
}

, (4.17)

and Ew
i (wt) is the energy induced by the discrete root wt

Ew
i (wt) = −iπ

(

sI(wt +
η

2
)− sI(wt −

η

2
)
) σ(η)

σ′(0)

∞
∑

k=−∞

cosh(ikπ2wt)

cosh(ikπη)
. (4.18)

According to Eq.(4.18), we find that only the discrete roots located in the region of Im(wt) ∈

[− η

2i
, η

2i
] can contribute a non-zero value to the energy.

Next, we should analyze the discrete roots. From the numerical simulation as shown in

Fig.7 ,we find that there exist two discrete zero roots

w1 =
τ − η

2
, w2 =

1

2
+
τ − η

2
, (4.19)

which do not depend on the boundary parameters at both the ground state and the first

excited state. According to Eq.(4.18), these two roots contribute the non-zero values to the

energy.
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The remaining discrete roots include the boundary strings induced by parameters β±
1

and the boundary strings induced by parameters β±
3 . Substituting Eq.(2.33) into (4.6), we

obtain the boundary strings as η

2
+ ε−1 β

−
1 , −(η

2
+ ε+1 β

+
1 ),

1
2
+ η

2
+ ε−3 β

−
3 and 1

2
− (η

2
+ ε+3 β

+
3 ).

With the increasing of boundary parameters β±
1 and β±

3 , the values of some discrete roots

change and finally are located on the line τ
2
. From the numerical simulation, we also find

that the minimum length of these conjugate pairs is |2η − τ |.

Based on the above analysis, we obtain the boundary strings induced by β±
1 as

w3 = minI
{η

2
+ β−

1 ,
τ

2

}

, w4 = −minI
{η

2
+ β+

1 ,
τ

2

}

, (4.20)

where the function minI{r1, · · · , rn} means the number with the minimum imaginary part

among the set {rj}. From Eq.(4.18), we see that these boundary strings contribute nothing

to the energy. As shown in Fig.7, it should be noted that these boundary strings keep

unchanged at both the ground state and the first excited state, and are independent of the

parities of the site number N .

However, the boundary strings induced by parameters β±
3 depend on the states and the

parities of N . At the ground state, the boundary strings read

w5g =
1

2
+ minI

{η

2
+ β−

3 ,
τ

2

}

, w6g =
1

2
−minI

{η

2
+ β+

3 ,
τ

2

}

, (4.21)

for even N , and

w5g =
1

2
+ maxI

{η

2
− β−

3 , 0
}

, w6g =
1

2
−minI

{η

2
+ β+

3 ,
τ

2

}

, (4.22)

for odd N . Here the function maxI{r1, · · · , rn} means the number with the maximum

imaginary part among the set {rj}.

Substituting these discrete roots into Eq.(4.14), we obtain the ground state energy

Eg
i = eiN + Ef

i + E+
i + E−

i + Ew
i (w1) + Ew

i (w2) + Ew
i (w5g) + Ew

i (w6g). (4.23)

The surface energy of the system with open boundary condition is defined as Es
i = Eg

i −E
gp
i ,

where Egp
i is the ground state energy of the periodic XYZ spin chain with the imaginary η

and Egp
i = Nei +

1
2
(1− (−1)N )Ei(1

2
). Then we obtain the surface energy of the system as

Es
i = Ef

i + E+
i + E−

i + Ew
i (w1) + Ew

i (w2) + Ew
i (w5g)

+Ew
i (w6g)−

1

2
(1− (−1)N )Ei(

1

2
). (4.24)

Now, we consider the first excited state. From Fig.7, we observe that the discrete roots in

the ground state (represented by asterisks) are consistent with those in the first excited state
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(represented by circles), except that the boundary strings located on the vertical line Re(z) =
1
2
showing a different pattern. Therefore, the first excitation is due to the redistribution of

the boundary strings located on the line Re(z) = 1
2
. Furthermore, we note that the boundary

strings at the first excited state are dependent on the parity of N .

In the case of even N , as illustrated in subgraph (a) of Fig.7, it can be observed that in

the transformation from the ground state to the first excited state, the discrete zero roots

w5g and w6g (4.21), which form the boundary strings located on the vertical line Re(z) = 1
2

at the ground state, jump to their symmetrical positions with respect to the lines Im(z) = η

2i

and Im(z) = − η

2i
, respectively, thereby forming new boundary strings w5e and w6e at the

first excited state. The discrete roots w5e and w6e are located within the two red lines

Im(z) = ± η

2i
, and they can contribute the non-zero excitation energy. Additionally, as the

boundary parameters |β−
3 | and |β+

3 | increase, the two discrete roots w5e and w6e will move

towards the real number axis, and eventually form the boundary strings w5e = 1
2
+ η − τ

2

and w6e = 1
2
− (η − τ

2
) which obey Eq.(4.3) with nj = 1, νj = −1. At the same time, the

distance between the discrete roots is the minimum value |2η − τ |. Therefore, at the first

excited state, the boundary string located on the vertical line Re(z) = 1
2
are

w5e =
1

2
+ ψ1, w6e =

1

2
−maxI

{η

2
− β+

3 , 2η − τ − ψ1, 0
}

, (4.25)

where ψ1 = maxI
{

η

2
− β−

3 , η −
τ
2

}

.

In the case of odd N , as illustrated in subgraph (b) of Fig.7, it can be observed that in the

transformation from the ground state to the first excited state, the discrete zero roots w5g

and w6g (4.22) jump to their symmetrical positions with respect to the lines Im(z) = η

2i
and

Im(z) = − η

2i
, respectively, thereby forming new discrete roots w5e and w6e. Furthermore, as

the boundary parameters |β−
3 | and |β+

3 | increase, the discrete root w5e moves away from the

real axis, while w6e moves towards the real axis. From above analysis, we conclude that at

the first excited state, the boundary strings are

w5e =
1

2
+ minI

{η

2
+ β−

3 ,
τ

2

}

, w6e =
1

2
−maxI

{

η

2
− β+

3 ,
3η

2
− τ − β−

3 , 0

}

. (4.26)

Substituting the discrete roots into Eq.(4.14), we obtain the eigen-energy at the first

excited state

Ee
i = eiN + Ef

i + E+
i + E−

i + Ew
i (w1) + Ew

i (w2) + Ew
i (w5e) + Ew

i (w6e). (4.27)

The excitation energy ∆Ei = Ee
i −Eg

i is

∆Ei = Ew
i (w5e) + Ew

i (w6e)− Ew
i (w5g)− Ew

i (w6g). (4.28)
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We remark that both the surface energy Es
i and the excitation energy ∆Ei depend on

the parities of N . In order to check our calculation, we also compute the surface energy and

the excitation energy by using the DMRG method and the results are shown in Fig.8. From

it, we see that the analytic results coincide with the numerical ones very well.
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Figure 8: (a)-(b) The surface energy Es
i versus the |β+

3 |. (c)-(d) The excitation energy ∆Ei

versus the boundary parameter |β+
3 |. The solid lines indicate the analytic results and the

asterisks are the ones obtained via DMRG with N = 100 and N = 101. Here the model

parameters are chosen as τ = 1.6i, η = i, β+
1 = 0.08i, β−

1 = 0.04i, β+
2 = 0.1, β−

2 = 0.04 and

β−
3 = 0.04i.

4.3 Surface energy and excitation with Im(η) ∈ (0, τ
2i
)
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Figure 9: The distributions of z-roots on the complex plane at the ground state (asterisks)

and those at the first excited state (circles) for (a) N = 8 and (b) N = 9. Here τ = 1.6i,

η = 0.7i, β+
1 = 0.08i, β−

1 = 0.04i, β+
2 = 0.1, β−

2 = 0.04, β+
3 = 0.05i and β−

3 = 0.03i. The two

sold lines characterize the region from −η

2
to η

2
.
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Now, we consider the region Im(η) ∈ (0, τ
2i
). The distribution patterns of the zero roots

at the ground state and the first excited state are shown in Fig.9. From it, we see that the

roots in the bulk form the conjugate pairs {zl = xl ± η|l = 1, · · · , n1

2
} with real xl ∈ [0, 1

2
].

Besides, there are also n2 = N + 3− n1 discrete roots {wt|t = 1, · · · , n2}, which are real or

complex.

Following the same procedure as in the previous subsection 4.2, substituting the above

root patterns into Eq.(2.23) and taking the thermodynamic limit, we find that the density

ρ(x) of the zero roots should satisfy the constraint

N

∫ 1

2

− 1

2

(

C 3η
2

(u− x) + C η

2
(u− x)

)

ρ(x)dx+

n2
∑

t=1

(

Cwt+
η

2
(u) + Cwt−

η

2
(u)

)

= Cη(u) + Cη+ 1

2

(u) + Cη+ τ
2
(u) + Cη+ 1−τ

2

(u)− C η

2
(u)− C η+1

2

(u)− C η+τ
2

(u)

−C η+1+τ

2

(u) +N

∫ 1

2

− 1

2

(Cη(u+ θ) + Cη(u− θ)) ̺(θ)dθ +
∑

γ=±

3
∑

l=1

Cα
γ

l
(u), (4.29)

where ̺(θ) is the density of inhomogeneous parameters. In the thermodynamic limit, the

density ̺(θ) becomes the δ-function, ̺(θ) → δ(θ). Solving Eq.(4.29) by the Fourier trans-

form, we obtain

Nρ̃(k) =
1

C̃ 3η

2

(k) + C̃ η

2
(k)

{

2NC̃η(k) +
∑

γ=±

3
∑

l=1

C̃α
γ
l
(k) + C̃η(k) + C̃η+ 1

2

(k)

+C̃η+ τ
2
(k) + C̃η+ 1+τ

2

(k)− C̃ η

2
(k)− C̃ η+1

2

(k)− C̃ η+τ
2

(k)− C̃ η+1+τ

2

(k)

−

n2
∑

t=1

(

C̃wt+
η

2
(k) + C̃wt−

η

2
(k)

)

}

. (4.30)

According to the root patterns, the energy (2.32) in the thermodynamic limit can be

expressed as

E =
σ(η)

σ′(0)

1

2
N

∞
∑

k=−∞

(

D̃ η

2
(k)− D̃ 3η

2

(k)
)

ρ̃(k)−N
σ′(η)

σ′(0)
+
σ′(η)

σ′(0)

−2
σ(η)

σ′(0)

σ′(2η)

σ(2η)
+

n2
∑

t=1

σ(η)

σ′(0)

1

2

∞
∑

k=−∞

(

D̃wt−
η

2
(k)− D̃wt+

η

2
(k)

)

. (4.31)

Substituting Eq.(4.30) into (4.31), we find that the energy can still be expressed as (4.14).

The next task is to analyze the discrete roots. From Fig.9, one can see that there exists

a discrete root located on the line Im(z) = τ
2i

which contribute nothing to the eigen-energy

of the system and only appears in the case of even N . The discrete roots Eq.(4.19) also exist
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and contribute nothing to the energy. The remaining discrete roots include the boundary

strings located along the line Re(z) = 0 and the boundary strings located along the line

Re(z) = 1
2
. From the numerical simulation, we find that the maximum length of these

boundary strings is |2η|.

The boundary strings located along the line Re(z) = 0 are induced the boundary pa-

rameters β±
1 . We denote them as w− and w+. As the boundary parameters |β−

1 | and |β+
1 |

increase, the two discrete roots w− and w+ will move further away from the real axis, and

eventually form the strings w− = η and w+ = −η which obey Eq.(4.3) with nj = 1, νj = 1.

At the same time, the distance between the discrete roots is the maximum value |2η|. Based

on the above analysis, we present the boundary strings as

w− = ψ2, w+ = −minI
{η

2
+ β+

1 , 2η − ψ2,
τ

2

}

, (4.32)

where ψ2 = minI
{

η

2
+ β−

1 , η
}

. It should be noted that as shown in Fig.9, these boundary

strings keep unchanged at both the ground state and the first excited state, and are inde-

pendent of the parities of N . Clearly, this boundary strings contribute nothing to the energy

of the system.

However, the boundary strings induced by the β±
3 can contribute the non-zero values to

the energy, because they are located at the region between two red lines with fixed imaginary

part ±η

2
. Further analysis gives that these boundary strings depend on the states as well as

the parities of N . With the changing of β±
3 , the maximum length of these boundary strings

is |2η|.

At the ground state, the boundary strings are

w−
g =

1

2
+ ψ3, w+

g =
1

2
−minI

{η

2
+ β+

3 , 2η − ψ3,
τ

2

}

, (4.33)

where ψ3 = minI
{

η

2
+ β−

3 , η
}

for the even N , and are

w−
g =

1

2
+ maxI

{η

2
− β−

3 , 0
}

, w+
g =

1

2
−minI

{

η

2
+ β+

3 ,
3η

2
+ β−

3 ,
τ

2

}

, (4.34)

for the odd N . Substituting solutions (4.33)-(4.34) into (4.14), we obtain the ground state

energy

Eg
i = eiN + Ef

i + E+
i + E−

i + Ew
i (w

−
g ) + Ew

i (w
+
g ). (4.35)

The surface energy of the system is

Es
i = Ef

i + E+
i + E−

i + Ew
i (w

−
g ) + Ew

i (w
+
g )−

1

2
(1− (−1)N)Ei(

1

2
). (4.36)
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Now, we consider the first excited state. By comparing the distribution of zero roots

(represented by asterisks) at the ground state and the ones (represented by circles) at the

first excited state in Fig.9, it can be observed that the boundary strings located along the

line Re(z) = 1
2
show a different pattern. Furthermore, we note that the boundary strings at

the first excited state are dependent on the parity of N .

In the case of even N , as illustrated in subgraph (a) of Fig.9, it can be seen that at the

first excited state, the discrete roots w−
g and w+

g (4.33) at the ground state jump to their

symmetrical positions with respect to the lines Im(z) = η

2i
and Im(z) = − η

2i
, respectively,

thereby forming new boundary strings w−
e and w+

e in the first excited state. The boundary

strings w−
e and w+

e are located within the two red lines Im(z) = ± η

2i
, and have the contribu-

tions to the eigen-energy. Additionally, as the boundary parameters |β−
3 | and |β+

3 | increase,

two discrete roots w−
e and w+

e will move towards the real axis, and eventually located on the

real axis. Based on the above analysis, we obtain the boundary strings at the first excited

state located on the vertical line Re(z) = 1
2
as

w−
e =

1

2
+ maxI

{η

2
− β−

3 , 0
}

, w+
e =

1

2
−maxI

{η

2
− β+

3 , 0
}

. (4.37)

In the case of odd N , as illustrated in subgraph (b) of Fig.9, it can be observed that at the

first excited state, the discrete zero roots w−
g and w+

g (4.34) at the ground state jump to their

symmetrical positions with respect to the lines Im(z) = η

2i
and Im(z) = − η

2i
, respectively,

thereby forming new discrete roots w−
e and w+

e . Furthermore, as the boundary parameters

|β−
3 | and |β+

3 | increase, the discrete root w−
e moves away from the real axis, while the w+

e

moves towards the real axis. Therefore, at the first excited state, the boundary strings are

w−
e =

1

2
+ minI

{η

2
+ β−

3 ,
τ

2

}

, w+
e =

1

2
−maxI

{η

2
− β+

3 , 0
}

. (4.38)

Substituting solutions (4.37)-(4.38) into (4.14), we obtain the energy at first excited state

Ee
i = eiN + Ef

i + E+
i + E−

i + Ew
i (w

−
e ) + Ew

i (w
+
e ). (4.39)

The excitation energy is

∆Ei = Ew
i (w

−
e ) + Ew

i (w
+
e )−Ew

i (w
−
g )− Ew

i (w
+
g ). (4.40)

Now we check above analytic results by the numerical calculation. The surface energy

Es
i and the excitation energy ∆Ei computed by the DMRG with N = 314 and N = 315 are

shown in Fig.10 as the asterisks, where the solid lines are the analytic results. We see that

they are coincide with each other very well.
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Figure 10: (a)-(b) The surface energy Es
i versus the |β+

3 |. (c)-(d) The excitation energy

∆Ei versus the boundary parameter |β+
3 |. The solid lines indicate the analytic results and

the asterisks are the ones obtained via DMRG method for N = 314 and N = 315. Here

the model parameters are chosen as τ = 1.6i, η = 0.5i, β+
1 = 0.08i, β−

1 = 0.04i, β+
2 = 0.1,

β−
2 = 0.04 and β−

3 = 0.04i.

4.4 Results in the boundary parameters region (2.44)
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Figure 11: The distributions of z-roots at the ground state (asterisks) and those at the first

excited state (circles) after the parameter changing (a) β+
1 → τ − β+

1 , (b) β
+
1 → β+

1 +1, and

(c) β+
1 → β+

1 + τ . Here N = 8, τ = 1.6i, η = i, β+
1 = 0.08i, β−

1 = 0.04i, β+
2 = 0.1, β−

2 = 0.04,

β+
3 = 0.08i and β−

3 = 0.04i.

To completely quantify the contribution of the boundary fields, it is necessary to further

investigate the impact of parameter changes (2.44) on the distribution of the zero roots. The

parameter changes (2.44) do not change the root patterns except for the boundary strings, as

shown in Fig.11 for the numerical validation. Notably, the integrable equation (4.7) satisfied

by the density of roots are the same under such changes, which gives that the energies ei, E
f
i

and E±
i derived from Eqs.(4.15), (4.16) and (4.17) keep unchanged. Therefore, we need only
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consider the effects of changes (2.44) on the discrete roots {wt} thus the energy Ew
i (wt)

(4.18).

The distributions of discrete roots are the same as before under the parameter changes

β+
1 → τ − β+

1 and β+
1 → β+

1 + 1 at the ground state and the first excited state. This view is

also supported by comparing Fig.7 (a) and Fig.11 (a), (b). Therefore, we conclude that the

surface energy Es
i and excitation energy ∆Ei keep unchanged under such parameter changes.

We verify above conclusion by using the DMRG and the results are shown in Fig.12 (a) and

(c). It is clear that the analytic results coincide with the numerical ones very well.

However, the parameter change β+
1 → β+

1 + τ would affect the distribution of boundary

strings at the ground state and the first excited state. We find that the boundary strings

after taking the transition β+
1 → β+

1 + τ are the same as that with the changing of the

parities of N . Therefore, under the parameter change, the surface energy Es
i and excitation

energy ∆Ei for the even site number can be obtained by using the boundary strings with

odd site number, and vice versa. We verify this conclusion with DMRG and the results are

shown in Fig.12 (b) and (d). Again, the analytic results and numerical ones coincide with

each other very well.
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Figure 12: The surface energy Es
i [(a)-(b)] and the excitation energy ∆Ei [(c)-(d)] versus the

boundary parameter |β+
3 |. The solid lines indicate the analytic results. The asterisks, circles

and triangles are the DMRG results with β+
1 → τ − β+

1 , β
+
1 → β+

1 + 1 and β+
1 → β+

1 + τ ,

respectively. Here N = 101, τ = 1.6i, η = i, β+
1 = 0.08i, β−

1 = 0.04i, β+
2 = 0.1, β−

2 = 0.04

and β−
3 = 0.04i.

Such a parity dependence of the surface energy and the excitation energy is due to the

long-range Neel order in the bulk. For the imaginary crossing parameter η, the coupling

constant (2.2) gives |Jx| < |Jy| < |Jz|. This leads to the spontaneous magnetization and

the easy-axis is the z-axis. If the couplings are anti-ferromagnetic, two boundary spins

prefer to be anti-parallel along the z-direction for the even N , while two boundary spins
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prefer to be parallel for the odd N . Therefore, the fixed boundary fields must induce the

different surface energies and excitation energy for the different parities of N . This also is

the reason why flipping the boundary field along the x- and y-axis (which occur if we taking

the transformations β+
1 → τ − β+

1 and β+
1 → β+

1 + 1) do not affect on the energies, while

flipping the boundary field along the z-axis (which occurs with the changing β+
1 → β+

1 + τ)

has the same effect as that with the changing of parities of N .

5 Results for the general open XXZ spin chain

5.1 Degeneration

The open boundary XYZ model (2.1) can degenerate to the anisotropic XXZ spin chain with

integrable boundary fields. Taking the trigonometric limit τ → i∞, the couplings constants

(2.2) in the Hamiltonian (2.1) degenerates to

Jx = 1, Jy = 1, Jz = cosh(iπη), (5.1)

and the corresponding boundary magnetic fields (2.3)-(2.5) read

h∓x = ∓i sinh(iπη)
sinh(iπβ∓

2 )

sinh(iπβ∓
1 ) cosh(iπβ

∓
3 )
,

h∓y = ∓ sinh(iπη)
cosh(iπβ∓

2 )

sinh(iπβ∓
1 ) cosh(iπβ

∓
3 )
,

h∓z = ∓ sinh(iπη)
cosh(iπβ∓

1 )

sinh(iπβ∓
1 )

sinh(iπβ∓
3 )

cosh(iπβ∓
3 )
. (5.2)

Then the Hamiltonian of open boundary XXZ spin chain can be achieved, and the thermo-

dynamic limit results of open XXZ model can also be obtained by taking a triangular limit

of the results of XYZ model.

5.2 Surface and excitation energies with |Jz| < 1

If η is real, from Eq.(5.1) we know that the anisotropic coupling along the z-direction of the

XXZ spin chain is characterized by the cosine function, which is smaller than one. After

taking the trigonometric limit, the energies (3.22)-(3.25) become

ēr = −2
sin(πη)

π

∫ ∞

−∞

tanh(xη)
cosh(x(1 − 2η))

sinh(x)
dx− cos(πη), (5.3)
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Ēf
r = −

1

π
sin(πη)

∫ ∞

−∞

tanh(ηx)

sinh(x)
{cosh((1− 2η)x) + cosh((1− |1− 2η|)x)

− cosh((1− η)x)− cosh(ηx)} dx+ cos(πη)− 2 sin(πη) cot(2πη), (5.4)

Ē±
r = −

sin(πη)

π

∫ ∞

−∞

tanh(ηx)

sinh(x)

{

cosh((1− 2β±
1 )x) + cosh(2β±

3 x)
}

dx, (5.5)

Ēw
r (wt) =

(

sI(wt +
η

2
i)− sI(wt −

η

2
i)
) sin(πη)

π

∫ ∞

−∞

cosh(2wtix)

cosh(ηx)
dx. (5.6)

We note that the interval of the real part of present zero roots is [−∞,∞]. From Eq.(5.6), we

find that the discrete roots {wt} located at the infinite boundary contribute nothing to the

energy. From Eqs.(3.31) and (3.43), we obtain the surface energy Ēs
r of the open boundary

XXZ model as

Ēs
r = Ēf

r + Ē+
r + Ē−

r + Ēw
r (

1− η

2
i), (5.7)

with η ∈ (1
2
, 1) and

Ēs
r = Ēf

r + Ē+
r + Ē−

r , (5.8)

with η ∈ (0, 1
2
). According to Eqs.(3.35) and (3.47) with trigonometric limit, the excitation

energy ∆Er induced by the boundary fields is zero, leading to the result that the excitation

is gapless.

As explained previously, we should consider the parameter transformations β+
1 → 1−β+

1

and β+
1 → β+

1 + 1 to cover all the regions of the model parameters. From the analysis in

subsection 3.2.2, it is clear that the change β+
1 → 1 − β+

1 does not affect the distribution

of the discrete roots between two auxiliary lines ±η

2
i, while the change β+

1 → β+
1 + 1 can

affect the form of boundary strings. However, the boundary strings are fixed at the infinity

boundary thus it does not have the contribution to the energy. Then we conclude that the

results after taking the transformations β+
1 → 1 − β+

1 and β+
1 → β+

1 + 1 are the same as

before.

5.3 Surface and excitation energies with |Jz| > 1

If η is imaginary, the coupling along the z-direction is quantified by the hyperbolic cosine

function and the values are larger than one. After taking the trigonometric limit τ → ∞i,

Eqs.(4.15)-(4.18) read

ēi = −4 sinh(iπη)

∞
∑

k=1

tanh(ikπη)eikπ2η − cosh(iπη), (5.9)
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Ēf
i = 4 sinh(iπη)

∞
∑

k=1

tanh(i2kπη)
(

−e4ikπη + e2ikπη
)

+cosh(iπη)− 2 sinh(iπη) cosh(iπη), (5.10)

Ē±
i = −2 sinh(iπη)

∞
∑

k=1

tanh(ikπη)
(

e2ikπβ
±
1 + e2ikπβ

±
3 cos(kπ)

)

, (5.11)

Ēw
i (wt) = −

(

sI(wt +
η

2
)− sI(wt −

η

2
)
)

sinh(iπη)

∞
∑

k=−∞

cosh(ikπ2wt)

cosh(ikπη)
. (5.12)

The boundary discrete roots associated with (4.33)-(4.34) at the ground state are

w−
g =

1

2
+ φb, w+

g =
1

2
−minI

{η

2
+ β+

3 , 2η − φb

}

, (5.13)

with φb = minI
{

η

2
+ β−

3 , η
}

for the even N , and are

w−
g =

1

2
+ maxI

{η

2
− β−

3 , 0
}

, w+
g =

1

2
−minI

{

η

2
+ β+

3 ,
3η

2
+ β−

3

}

, (5.14)

for the odd N . Based on them we obtain the surface energy Ēs
i as

Ēs
i = Ēf

i + Ē+
i + Ē−

i + Ēw
i (w

−
g ) + Ēw

i (w
+
g )−

1

2
(1− (−1)N)Ēw

i (
1

2
). (5.15)

At the first excited state, the boundary discrete roots associated with (4.37)-(4.38) are

w−
e =

1

2
+ maxI

{η

2
− β−

3 , 0
}

, w+
e =

1

2
−maxI

{η

2
− β+

3 , 0
}

, (5.16)

for even N , and

w−
e =

1

2
+
η

2
+ β−

3 , w+
e =

1

2
−maxI

{η

2
− β+

3 , 0
}

. (5.17)

for odd N . According to Eqs.(4.40)-(4.36), we obtain the excitation energy ∆Ēi of the open

XXZ model

∆Ēi = Ēw
i (w

−
e ) + Ēw

i (w
+
e )− Ēw

i (w
−
g )− Ēw

i (w
+
g ). (5.18)

Next, we consider the transformations β+
1 → β+

1 + 1 and β+
1 → −β+

1 . For the XYZ spin

chain, the change β+
1 → −β+

1 is equivalent to two successive steps changes β+
1 → τ + β+

1 →

τ − (τ + β+
1 ) deduced by Eq.(2.45). From the analysis in section 4.4, it is clear that the

change τ + β+
1 → τ − (τ + β+

1 ) do not affect the root patterns. Thus the change β+
1 → −β+

1

is equivalent to the change β+
1 → τ + β+

1 . Therefore, the results of the parameter changes

β+
1 → β+

1 +1 and β+
1 → −β+

1 for the open boundary XXZ spin chain can be directly obtained

from the analysis in subsection 4.4. The change β+
1 → β+

1 + 1 has no effect on the surface

energy Ēs
i and excitation energy ∆Ēi. However, for the change β+

1 → −β+
1 , the energies Ēs

i

and ∆Ēi with even (odd) N should be calculated by using the boundary strings with odd

(even) N , which depend on the parties of the system.
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6 Conclusions

In this paper, we study the thermodynamic limit of the XYZ spin chain with the general

integrable open boundary conditions. Although the U(1)-symmetry is broken, by using the

new parametrization of the eigenvalues of the transfer matrix, we obtain the surface energy

and excitation energy exactly. We find that the surface energy and excitation energy depend

on the parity of the system-size N , due to the long-rang Neel order in the bulk. For the

real η, the system has the spontaneous magnetization and the easy-axis is the x-direction.

Flipping the boundary field along the x-axis (which occurs in the change β+
1 → β+

1 + 1) has

the same boundary and excitation energies as those of changing the parities of N . For the

pure imaginary η, the easy-axis is the z-direction. Flipping the boundary field along the

z-axis (which occurs in the change β+
1 → β+

1 + τ) has the same energy contributions as those

of changing the parities of N . We discuss the results for all the regions of model parameters.

We also give the corresponding results for the boundary XXZ model by taking the triangular

limit τ → i∞.
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Appendix: Elliptic functions

In this paper, the elliptic functions are defined as

θ

[

a

b

]

(u, τ) =
∑

m

eiπ(m+a)2τ+2iπ(m+a)(u+b), (A.1)

σ(u) = θ

[

1
2
1
2

]

(u, τ), ζ(u) =
∂

∂u
{ln σ(u)}, (A.2)

where a, b are the rational numbers and τ is the modulus parameter with Im(τ) > 0.
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The σ-function satisfies the Riemann-identity

σ(u+ x)σ(u− x)σ(v + y)σ(v − y)− σ(u+ y)σ(u− y)σ(v + x)σ(v − x)

= σ(u+ v)σ(u− v)σ(x+ y)σ(x− y). (A.3)

Besides, we also use the following identities among the elliptic functions during the derivation

σ(2u) =
2σ(u)σ(u+ 1

2
)σ(u+ τ

2
)σ(u− 1+τ

2
)

σ(1
2
)σ( τ

2
)σ(−1+τ

2
)

(A.4)

σ(u+ 1) = −σ(u), σ(u+ τ) = −e−2iπ(u+ τ
2
)σ(u), (A.5)

σ(u)

σ( τ
2
)
=

θ

[

0
1
2

]

(u, 2τ)θ

[

1
2
1
2

]

(u, 2τ)

θ

[

0
1
2

]

( τ
2
, 2τ)θ

[

1
2
1
2

]

( τ
2
, 2τ)

, (A.6)

θ

[

1
2
1
2

]

(2u, 2τ) = θ

[

1
2
1
2

]

(τ, 2τ)×
σ(u)σ(u+ 1

2
)

σ( τ
2
)σ( τ

2
+ 1

2
)
, (A.7)

θ

[

0
1
2

]

(2u, 2τ) = θ

[

0
1
2

]

(0, 2τ)×
σ(u− τ

2
)σ(u+ 1

2
+ τ

2
)

σ(− τ
2
)σ( τ

2
+ 1

2
)

. (A.8)
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