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SYMMETRIC BILINEAR FORMS, SUPERALGEBRAS AND

INTEGER MATRIX FACTORIZATION

DAN FRETWELL, JENNY ROBERTS.

Abstract. We construct and investigate certain (unbalanced) superalgebra
structures on EndK(V ), with K a field of characteristic 0 and V a finite di-

mensional K-vector space (of dimension n ≥ 2). These structures are induced
by a choice of non-degenerate symmetric bilinear form B on V and a choice
of non-zero base vector w ∈ V . After exploring the construction further, we
apply our results to certain questions concerning integer matrix factorization
and isometry of integral lattices.

1. Introduction

Let K be a field and A be a K-algebra. We say that A is a superalgebra overK if
it is equipped with a Z/2Z-grading, i.e. a vector space decompositionA = A(0)⊕A(1)

satisfying A(i)A(j) ⊆ A(i+j mod 2) for all i, j ∈ {0, 1}. Every K-algebra gives a triv-
ial superalgebra structure by setting A(0) = A and A(1) = {0}, but non-trivial
examples of superalgebras exist, e.g. exterior algebras, Clifford algebras and poly-
nomial rings (decomposition given by symmetric and antisymmetric polynomials).
Superalgebras appear throughout Mathematics but are also of direct importance to
Physics, since they provide robust mathematical models for supersymmetry (e.g.
see [2] and [7]).

Let K be a field and V be a K-vector space of dimension n ≥ 2. The endo-
morphism algebra EndK(V ) is then a K-algebra, and one asks whether there are
any interesting superalgebra structures on this algebra. One particular well known
example comes to mind. If a basis for V is fixed then EndK(V ) ∼= Mn(K), and a
superalgebra structure is found by letting A(0) and A(1) be the subspaces of sym-
metric and antisymmetric matrices respectively. It is natural to wonder, as we have,
whether there are other interesting superalgebra structures to be found beyond this
example.

In this paper we provide a new class of superalgebra structures on EndK(V ) for
any field K of characteristic zero and any finite dimensional K-vector space V (of
dimension n ≥ 2). These are induced from a choice of non-degenerate symmetric
bilinear form B on V and a fixed choice of non-zero vector w ∈ V . More precisely,
we show in Theorem 2.8 that there is a superalgebra decomposition:

EndK(V ) = E(0)(B,w) ⊕ E(1)(B,w),

where

E(0)(B,w) = {φ ∈ EndK(V ) |B(u, φ(w)) = B(w, φ(u)) = 0, ∀ u ∈ {w}⊥B},

E(1)(B,w) = {φ ∈ EndK(V ) |B(u, φ(v)) = 0, ∀ u, v ∈ {w}⊥B, B(w, φ(w)) = 0}.

1

http://arxiv.org/abs/2404.17881v1


2 DAN FRETWELL, JENNY ROBERTS.

Our recipe is inspired by results coming from the papers [3], [4] and [5], which
correspond to the special case with B the standard symmetric bilinear form and
w = (1, 1, ..., 1) (after choosing a basis for V ). In this case we have that E(0)(B,w)
is the subspace of semi-magic squares and E(1)(B,w) is the subspace of matrices
satisfying a vertex cross-sum property. We give a similar interpretation of the
subspaces E(i)(B,w) in more generality, although we have tried to present our
results in a basis independent way where possible.

Unlike the superalgebra structures given by Clifford algebras, the superalgebra
structure given above is in general unbalanced. If dim(V ) = n then we have that
dim(E(0)(B,w)) = n2 − 2n+2 and dim(E(1)(B,w)) = 2n− 2 (which are not equal
if n ≥ 3). Also, in general the above superalgebra structure is not equivalent to a
symmetric and antisymmetric matrix decomposition (e.g. if n 6= 4 then we cannot

have (n2 − 2n+ 2, 2n− 2) =
(

n(n+1)
2 , n(n−1)

2

)

).

After establishing the above result, we study potential implications towards the
isometry problem for quadratic spaces. If B′ is another non-degenerate symmetric
bilinear form on V then (V,B) and (V,B′) are isometric if B′ = Bφ for some
φ ∈ GL(V ) (here Bφ(x, y) = B(φ(x), φ(y))). Expanding φ into its “odd” and
“even” parts according to the superalgebra structure induces a decomposition of
Bφ into a sum of symmetric bilinear forms (Proposition 4.1). Careful substitution
then provides us with a set of necessary equations that must be satisfied by φ in
order for the equality B′ = Bφ to hold (Theorem 3.2). In practice, these equations
can either be used to prove the non-existence of φ or to provide information about
it.

Certain long standing problems in number theory concern the topic of integer ma-
trix factorization. One particular family of such problems considers factorizations
of the form B′ = MTM with B′,M ∈ GLn(Z) and B′ symmetric of determinant
1. Indeed, classical results (e.g. discussed in the paper of Mordell [6]) show that if
n ≤ 7 and B′ is positive definite then such a factorization is always guaranteed to
exist (for n = 8 a counterexample is given by any Gram matrix of the E8 lattice
under the standard Euclidean inner product).

The above problem can be instead viewed as an isometry problem for integral
lattices. Interpreting B′ as the Gram matrix of a non-degenerate symmetric bilinear
form B′ on V = Qn, we see that the lattice Λ = Zn is integral with respect to B′.
The existence of M in the matrix factorization is then equivalent to the equality
B′ = Bφ for some φ ∈ GL(Λ) ⊂ GL(V ), where B is the standard symmetric bilinear
form (corresponding to Gram matrix B = In with respect to the standard basis).
It is then clear that a special case of the above decomposition results (or at least
their integral counterparts) can then be of use in first determining whether such an
isometry φ exists and then determining precise information about it. This strategy
was adopted by the authors in the papers [3] and [5] to produce new insights on this
problem (although a matrix superalgebra decomposition was used, as opposed to
the analogous isometry decomposition that we consider). In particular, the authors
use a superalgebra decomposition ofM4(Q) to classify integer (and rational) matrix
factorizations of the Wilson matrix:

W =









5 7 6 5
7 10 8 7
6 8 10 9
5 7 9 10









,
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a symmetric integral positive definite matrix of determinant 1 (that is mildly ill-
conditioned).

More generally, one could ask for integer matrix factorizations of the form B′ =
MTBM for an arbitrary B,B′,M ∈ GLn(Z) with B,B′ symmetric and of equal
determinant. As above, our more general results let us consider this question from
the point of view of decompositions of lattice isometries (again, we require B′ = Bφ

for some φ ∈ GL(Λ), but now B is not necessarily the standard symmetric bilinear
form). We give a precise set of integral equations that must be satisfied for such
an isometry φ to exist, and demonstrate via examples how these equations can be
used to prove that certain integer matrix factorizations are impossible (alternatively
proving that certain families of integral symmetric bilinear forms are non-isometric).

2. Symmetric bilinear forms and superalgebras

Let K be a field with char(K) = 0 and let V be a finite dimensional K-vector
space equipped with a non-degenerate symmetric bilinear form B : V × V → K.
We assume that dimK(V ) = n ≥ 2 and we fix a choice of vector w ∈ V \{0}. Denote
by {w}⊥B the orthogonal complement of w with respect to B.

The aim of this section is to use the above data to obtain a superalgebra structure
on EndK(V ), this being a decomposition of K-vector spaces

EndK(V ) = E(0)(B,w) ⊕ E(1)(B,w)

satisfying E(i)(B,w)E(j)(B,w) ⊆ E(i+j mod 2)(B,w) for all i, j ∈ {0, 1} (i.e. a
Z/2Z-graded algebra structure).

2.1. The subspace E(0)(V ). We define the following subspace of EndK(V ):

E(0)(B,w) = {φ ∈ EndK(V ) |B(u, φ(w)) = B(w, φ(u)) = 0, ∀ u ∈ {w}⊥B}.

Lemma 2.1. φ ∈ E(0)(B,w) if and only if there exists λ ∈ K such that

B(w, φ(·)) = λB(w, ·),

B(·, φ(w)) = λB(·, w).

Proof. The reverse implication is clear. To prove the forward implication we first
note that sinceB(u, φ(w)) = 0 for all u ∈ {w}⊥B, we have that φ(w) ∈ {w}⊥⊥

B = Kw,
so that

φ(w) = λw

for some λ ∈ K. From here, we see that

B(·, φ(w)) = λB(·, w).

For the second equation, let φ† be the adjoint of φ with respect to B. Then we
have that φ† ∈ E(0)(B,w), since:

B(u, φ†(w)) = B(φ†(w), u) = B(w, φ(u)) = 0

B(w, φ†(u)) = B(φ†(u), w) = B(u, φ(w)) = 0

for all u ∈ {w}⊥B. It follows that:

B(·, φ(w)) = B(φ(w), ·) = B(w, φ†(·)) = λ′B(w, ·) = λ′B(·, w),

for some λ′ ∈ K.
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Finally, the fact that λ = λ′ follows by evaluating both maps at w:

λB(w,w) = B(w, φ(w)) = B(φ(w), w) = B(w, φ†(w)) = λ′B(w,w),

and noting that B(w,w) 6= 0 by non-degeneracy. �

Choosing a basis {e1, e2, ..., en} for V , we get a matrixM ∈Mn(K) associated to
φ and a Gram matrix B = (B(ei, ej)) associated to B. The conditions above then
mean that all row/column sums of the matrix BM (weighted with respect to the
coordinates of w) are a fixed scaling of those of the matrix B. In the particular case
of w = (1, 1, ..., 1) and B = In, we recover the conditions for M to be a semi-magic
square (as observed in [3] and [5]).

Definition 2.2. If φ ∈ E(0)(B,w) then we define the weight of φ as follows:

wt(φ)B,w =
B(w, φ(w))

B(w,w)

(i.e. the constant λ ∈ K corresponding to φ ∈ E(0)(B,w)).

In [3] and [5], a similar notion of weight was given to matrices M ∈Mn(K):

wt(M) =
1

n2

∑

i

∑

j

mij =
1

n2
1TnM1n.

where 1n = (1, 1, ..., 1) ∈ Kn. By comparison, when B is the standard symmetric
bilinear form and w = (1, 1, ..., 1) (after choosing a basis for V ) then our definition
gives wt(M)B,w = nwt(M), a simple scaling of the above definition.

We can use the weight map to decompose the subspace E(0)(B,w) further. For
u, v ∈ V let φB,u,v ∈ EndK(V ) be given by

φB,u,v(x) = B(v, x)u,

the endomorphism corresponding to the outer product of u and v with respect to
B (i.e. in coordinates this is given by the matrix uvTB).

The following Lemma will be useful later.

Lemma 2.3. There exists a decomposition of K-vector spaces:

E(0)(B,w) = E
(0)
0 (B,w) ⊕KφB,w,w,

where E
(0)
0 (B,w) is the subspace consisting of weight 0 endomorphisms.

Proof. Note first that the weight is a linear map EndK(V ) → K. The decomposi-
tion will then follow from the fact that φB,w,w ∈ E(0)(B,w) has weightB(w,w) 6= 0.
This is a simple consequence of Lemma 2.1, since:

B(w, φB,w,w(·)) = B(w,B(w, ·)w) = B(w,w)B(w, ·),

B(·, φB,w,w(w)) = B(·, B(w,w)w) = B(w,w)B(·, w).

�

The above implies that every φ ∈ E(0)(B,w) can be uniquely written in the form

φ = φ0 +
wt(φ)B,w

B(w,w)
φB,w,w

for some φ0 of weight 0.
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2.2. The subspace E(1)(B,w).

We define another subspace of EndK(V ):

E(1)(B,w) = {φ ∈ EndK(V ) |B(u, φ(v)) = 0, ∀ u, v ∈ {w}⊥B, B(w, φ(w)) = 0}.

Lemma 2.4. φ ∈ E(1)(B,w) if and only if φ = φB,w,a + φB,b,w for some a, b ∈
{w}⊥B.

Proof. First note that if φ ∈ EndK(V ) is of the above form then φ ∈ E(1)(B,w),
since for all u, v ∈ {w}⊥B we have

B(u, φ(v)) = B(u, φB,w,a(v)) +B(u, φB,b,w(v)) = 0,

B(w, φ(w)) = B(w, φB,w,a(w)) +B(w, φB,b,w(w)) = 0.

For the other direction, let φ ∈ E(1)(B,w). Then for v ∈ {w}⊥B, we have that
φ(v) ∈ {w}⊥⊥

B = Kw. So, there exists a linear map f : {w}⊥B → K such that
φ(v) = f(v)w for all v ∈ {w}⊥B. Now, by the Riesz representation theorem there
exists a vector a ∈ {w}⊥B satisfying f(v) = B(a, v) for all v ∈ {w}⊥B. Thus φ(v) =
φB,w,a(v) for all v ∈ {w}⊥B.

To provide the necessary extension to V , let b = 1
B(w,w)φ(w) ∈ V (well defined

by non-degeneracy of B). Then b ∈ {w}⊥B, since φ ∈ E(1)(B,w) and so

B(w, b) =
1

B(w,w)
B(w, φ(w)) = 0.

It follows that

φ(w) = B(w,w)b = φB,b,w(w),

so that φ = φB,w,a + φB,b,w.
�

2.3. The endomorphism superalgebra induced by B.

We are now ready to show that there is an orthogonal decomposition EndK(V ) =
E(0)(B,w)⊕E(1)(B,w), and that this defines a superalgebra structure on EndK(V ).

Definition 2.5. For φ1, φ2 ∈ EndK(V ) we define:

B(φ1, φ2) = Tr(φ†1φ2),

where φ†1 is the adjoint of φ1 with respect to B.

We check that this is a symmetric bilinear form. Bilinearity follows immediately
since the adjoint and trace maps are K-linear. Symmetry follows since:

B(φ1, φ2) = Tr(φ†1φ2) = Tr(φ2φ
†
1) = Tr((φ†2φ1)

†) = Tr(φ†2φ1) = B(φ2, φ1).

The above is an analogue of the Frobenius inner product, but induced by B
instead of the standard bilinear form. Indeed, in matrix form we have B(M1,M2) =
Tr(B−1MT

1 BM2), and if K ⊆ R and the quadratic form corresponding to B is
positive definite then this bilinear form can be shown to be positive definite.

Lemma 2.6. Let i ∈ {0, 1}. If φ ∈ E(i)(B,w) then φ† ∈ E(i)(B,w).
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Proof. We already saw the case i = 0 in the proof of Lemma 2.1. For the case
i = 1, write φ = φB,w,a + φB,b,w for some a, b ∈ {w}⊥B.

Note that φ†B,w,a = φB,a,w since:

B(φB,w,a(x), y) = B(B(a, x)w, y) = B(a, x)B(w, y) = B(B(w, y)a, x) = B(φB,a,w(y), x)

for all x, y ∈ V . Similarly φ†B,b,w = φB,w,b and so it follows that:

φ† = φ†B,w,a + φ†B,b,w = φB,a,w + φB,w,b,

and we notice that a, b have simply switched roles. Thus φ† ∈ E(1)(B,w). �

Lemma 2.7. There exists an orthogonal decomposition

EndK(V ) = E(0)(B,w) ⊕ E(1)(B,w)

with respect to the symmetric bilinear form in Definition 2.5.

Proof. Let φ1 ∈ E(0)(B,w) and φ2 ∈ E(1)(B,w). Choose a, b ∈ {w}⊥B such that
φ2 = φB,w,a + φB,b,w. Then:

B(φ1, φ2) = Tr(φ†1φ2) = Tr(φ†1φB,w,a) + Tr(φ†1φB,b,w)

= B(w, φ†1(a)) +B(b, φ†1(w))

= 0

since φ†1 ∈ E(0)(B,w) (by Lemma 2.6). It follows that E(0)(B,w) and E(1)(B,w)
are orthogonal.

Since B is non-degenerate, dim(E(0)(B,w)) = n2−2n+2 and dim(E(1)(B,w)) =
2n−2, we see that E(0)(B,w)⊥ = E(1)(B,w) and so the decomposition follows. �

We are now in a position to prove the main result. We will do this in a way that
also highlights certain extra features of the decomposition (e.g. multiplicativity of
the weight).

Theorem 2.8. The decomposition in Lemma 2.7 defines a superalgebra structure
on EndK(V ), i.e. E(i)(B,w)E(j)(B,w) ⊆ E(i+j mod 2)(B,w) for all i, j ∈ {0, 1}.

Proof. First let φ1, φ2 ∈ E(0)(B,w) have weights λ1, λ2 ∈ K respectively. Then
φ1φ2 ∈ E(0)(B,w) has weight λ1λ2 since:

B(·.(φ1φ2)(w)) = B(φ†1(·), φ2(w)) = λ2B(φ†1(·), w) = λ1λ2B(·, w),

B(w, (φ1φ2)(·)) = B(φ†1(w), φ2(·)) = λ1B(w, φ2(·)) = λ1λ2B(w, ·).

Now let φ3, φ4 ∈ E(1)(B,w) and suppose that a1, b1, a2, b2 ∈ {w}⊥B are such that

φ3 = φB,w,a1
+ φB,b1,w,

φ4 = φB,w,a2
+ φB,b2,w.

From this one checks that (φ3φ4)(w) = (φ†4φ
†
3)(w) = B(a1, b2)B(w,w)w, and so:

B(·, (φ3φ4)(w)) = B(a1, b2)B(w,w)B(·, w),

B(w, (φ3φ4)(·)) = B((φ†4φ
†
3)(w), ·) = B(a1, b2)B(w,w)B(w, ·)

Since B(a1, b2)B(w,w) 6= 0 we see that φ3φ4 ∈ E(0)(B,w) has weightB(a1, b2)B(w,w).
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We now show that φ1φ3 and φ3φ1 lie in E(1)(B,w). First note that:

B(w, (φ1φ3)(w)) = λ1B(w, φ3(w)) = 0,

B(w, (φ3φ1)(w)) = B(φ†3(w), φ1(w)) = λ1B(φ†3(w), w) = 0.

Finally, if u, v ∈ {w}⊥B, we have:

B(u, (φ1φ3)(v)) = B(a1, v)B(u, φ1(w)) = λ1B(a1, v)B(u,w) = 0,

B(u, (φ3φ1)(v)) = B((φ†1φ
†
3)(u), v) = B(b1, u)B(φ†1(w), v) = λ1B(b1, u)B(w, v) = 0.

�

Note that the even and odd pieces of this superalgebra decomposition have dif-
ferent dimensions if n ≥ 3. This is in contrast with the Clifford algebra coming from
the corresponding quadratic form on V . This decomposition is also not equivalent
to ones given by symmetric and antisymmetric matrices in general (e.g. if n 6= 4

then we cannot have (n2 − 2n+ 2, 2n− 2) =
(

n(n+1)
2 , n(n−1)

2

)

).

We pause to give a simple example of the above superalgebra decomposition.

Example 2.9. Let n = 3 and K = Q. Choose the standard basis for V = Q3. The
following symmetric bilinear form on V is non-degenerate:

B(u, v) = u1v1 + 2u2v2 + 3u3v3.

For the choice w = (1, 0, 0) we get the superalgebra decomposition EndK(V ) ∼=
M3(Q) = E(0)(B,w) ⊕ E(1)(B,w) with:

E(0)(B,w) =











a 0 0
0 e f
0 h i





∣

∣

∣

∣

∣

a, e, f, h, i ∈ Q







,

E(1)(B,w) =











0 b c
d 0 0
g 0 0





∣

∣

∣

∣

∣

b, c, d, g ∈ Q







.

However, for the choice w = (1, 1, 1) we get the very different looking superalgebra
decomposition with components:

E(0)(B,w) =











a b c
d e a+ b+ c− d− e

b+c−2d
3

2a+b+2c−2e
3

a+b+2d+2e
3





∣

∣

∣

∣

∣

a, b, c, d, e ∈ Q







,

E(1)(B,w) =











f g h
i −2f + g + 2i −3f + h+ 3i

4f−g−h−2i
3

2f+g−2h−4i
3 f − g − 2i





∣

∣

∣

∣

∣

f, g, h, i ∈ Q







.

A natural question to ask in general is whether the above recipe produces iso-
morphic superalgebras as (B,w) vary. The theorem below addresses this question.
First recall that if φ1, φ2 ∈ EndK(V ) then we can construct a new symmetric
bilinear form on V via

Bφ1,φ2
(x, y) =

1

2
(B(φ1(x), φ2(y)) +B(φ1(y), φ2(x))).

When φ1 = φ2 = φ we will simply write Bφ.
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Theorem 2.10. Suppose that φ ∈ GL(V ). Then conjugation by φ gives a superal-
gebra isomorphism:

E(0)(B,w) ⊕ E(1)(B,w) ∼= E(0)(Bφ, φ
−1(w)) ⊕ E(1)(Bφ, φ

−1(w)).

Proof. We first note that the map ψ 7→ φ−1ψφ clearly defines an algebra isomor-
phism EndK(V ) → EndK(V ). It then suffices to prove that this map preserves the
grading.

Suppose that ψ ∈ E(0)(B,w). Then φ−1ψφ ∈ E(0)(Bφ, φ
−1(w)) since for any

u ∈ {φ−1(w)}⊥Bφ
we have (using Lemma 2.1):

Bφ(u, (φ
−1ψφ)(φ−1(w))) = B(φ(u), ψ(w)) = λB(φ(u), w) = λBφ(u, φ

−1(w)) = 0,

Bφ((φ
−1ψφ)(u), φ−1(w)) = B(ψ(φ(u)), w) = λB(φ(u), w) = λBφ(u, φ

−1(w)) = 0.

Similarly, if ψ ∈ E(1)(B,w) then φ−1ψφ ∈ E(1)(Bφ, φ
−1(w)) since for any u, v ∈

{φ−1(w)}⊥Bφ
we have:

Bφ(u, (φ
−1ψφ)(v)) = B(φ(u), ψ(φ(v))) = 0,

Bφ(φ
−1(w), (φ−1ψφ)(φ−1(w)) = B(w,ψ(w)) = 0

(noting that u, v ∈ {φ−1(w)}⊥Bφ
implies that φ(u), φ(v) ∈ {w}⊥B).

�

3. Further results

In this section we study some simple consequences of the superalgebra decompo-
sition. In particular, we will see how it can be used to deduce information about the
corresponding isometry problem for the non-degenerate symmetric bilinear space
(V,B).

To recall, the isometry problem for (V,B) is the problem of detecting whether a
given non-degenerate symmetric bilinear form B′ on V can be written as B′ = Bφ

for some φ ∈ GL(V ) (and further to construct such a map φ if it exists).
First, we consider the decomposition of Bφ for an arbitrary φ ∈ EndK(V ),

induced by the decomposition of φ given by Lemma 2.7.

Proposition 3.1. Let φ ∈ EndK(V ) have decomposition

φ = φ0 +
wt(φ)B,w

B(w,w)
φB,w,w + φB,w,a + φB,b,w,

for some a, b ∈ {w}⊥B and φ0 ∈ E(0)(B,w) of weight 0. Then

Bφ = Bφ0
+
wt(φ)2B,w

B(w,w)2
BφB,w,w

+BφB,w,a
+BφB,b,w

+2

(

Bφ0,φB,b,w
+

wt(φ)B,w

B(w,w)
BφB,w,w,φB,w,a

)

.

Proof. Writing φ as above and expanding gives

Bφ = Bφ0
+

wt(φ)2B,w

B(w,w)2
BφB,w,w

+ BφB,w,a
+BφB,b,w

+ 2
wt(φ)B,w

B(w,w)
(Bφ0,φB,w,w

+BφB,w,w,φB,w,a
+BφB,w,w,φB,b,w

)

+ 2(Bφ0,φB,w,a
+Bφ0,φB,b,w

+BφB,w,a,φB,b,w
).

The seventh and tenth terms vanish since a, b ∈ {w}⊥B, whereas the fifth and eighth

terms vanish since φ0 ∈ E(0)(B,w) has weight 0. �
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The above Lemma allows us to either extract information about potential isome-
tries φ satisfying the equality B′ = Bφ, or to give potential obstructions to their
existence.

Theorem 3.2. Let B′ be an arbitrary non-degenerate symmetric bilinear form on
V . If B′ = Bφ for some φ ∈ EndK(V ) then the following holds for any w ∈ V \{0}
and z1, z2 ∈ {w}⊥B:

B′(w,w) = B(w,w)(wt(φ)2B,w +B(w,w)B(b, b)),

B′(w, z1) = B(w,w)(wt(φ)B,wB(a, z1) +B(b, φ0(z1))),

B′(z1, z2) = B(φ0(z1), φ0(z2)) +B(a, z1)B(a, z2)B(w,w).

Here a, b ∈ {w}⊥B are as in Proposition 3.1.

Proof. If B′ = Bφ then Proposition 3.1 tells us that:

B′ = Bφ0
+
wt(φ)2B,w

B(w,w)2
BφB,w,w

+BφB,w,a
+BφB,b,w

+2

(

Bφ0,φB,b,w
+

wt(φ)B,w

B(w,w)
BφB,w,w ,φB,w,a

)

.

The claim follows by evaluating both sides at each pair of vectors, recalling that
φ0 has weight 0 (so that B(φ0(w), x) = B(w, φ0(x)) = 0 for any x ∈ V ) and that
a, b, z1, z2 are orthogonal to w. �

In the special case of B being the standard symmetric bilinear form and w =
(1, 1, ..., 1), we find that equation one of Theorem 3.2 is equivalent to equation (18)
of [5] and equation (3.1) of [3] (both of which proved useful in determining integer
matrix factorizations). Theorem 3.2 allows us to consider the case of arbitrary non-
degenerate symmetric bilinear form, and fills in the missing equations that must be
solved to determine an isometry φ (if it exists).

Remark 3.3. When K ⊆ R and B′ is an inner product then we can apply the
Cauchy-Schwarz inequality to give following constraint for any z ∈ {w}⊥B:

|B′(w, z)|2 ≤ B′(w,w)B′(z, z).

This implies a corresponding inequality between the quantities on the RHS in The-
orem 3.2.

4. Application to integer matrix factorization

In this section we let K = Q and fix a lattice Λ ⊂ V (i.e. a Z-submodule
satisfying QΛ = V ). Further, we assume that B(v, v′) ∈ Z for all v, v′ ∈ Λ, so
that Λ is an integral lattice with respect to B. In particular, this implies that
Λ ⊆ Λ∗ = {v ∈ V |B(u, v) ⊆ Z, ∀u ∈ Λ}.

We are interested in studying the isometry problem for (Λ, B). This is the
problem of detecting whether a given non-degenerate symmetric bilinear form B′

on V can be written as B′ = Bφ for some φ ∈ GL(Λ) = {φ ∈ GL(V ) |φ(Λ) = Λ}
(and further to construct such a map if it exists). Fixing a basis for Λ, this is
equivalent to giving an integer matrix factorization of the form B′ = MTBM for
some M ∈ GLn(Z) (where B,B′ are Gram matrices of B,B′ respectively, with
respect to this basis for Λ).

Such problems have been studied in number theory for a long time. For example,
in the case K = Q and B = In (i.e. the standard symmetric bilinear form on
Λ = Zn ⊂ V = Qn), it is a well known theorem (e.g. see the paper of Mordell [6])
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that such a factorization is always possible if n ≤ 7, det(B′) = 1 and B′ is positive
definite. In other words, every symmetric positive definite matrix B′ ∈ SLn(Z) has
a factorization B′ = MTM for some M ∈ GLn(Z) whenever n ≤ 7. In dimension
n = 8 there may not be such a factorization. Indeed, any Gram matrix coming
from a basis of the E8 lattice (under the usual Euclidean inner product) provides
a counter-example. As the rank n grows, the number of counter-examples grows
rapidly.

As mentioned previously, in the papers [3] and [5], the authors utilised a su-
peralgebra decomposition of Mn(Q) in order to provide further understanding of
this special case of the isometry problem. In doing so, they were able to provide
potential obstructions to the existence of such isometries by relating the problem
with integer points on certain quadratic forms. When such an isometry exists, in-
formation about the isometry is learned from the corresponding integer points. The
results of the previous sections allow us to extend the results in the above papers
to study more general isometry problems through this lens.

Proposition 4.1. If w ∈ Λ and φ ∈ GL(Λ) decomposes as

φ = φ(0) + φ(1) = φ0 +
wt(φ)B,w

B(w,w)
φB,w,w + φB,w,a + φB,b,w

with a, b ∈ {w}⊥B, then a ∈ 1
B(w,w)2Λ

∗ and b ∈ 1
B(w,w)2Λ.

Proof. We first claim that φ(0)(w) ∈ 1
B(w,w)Λ and φ(1)(w) ∈ 1

B(w,w)Λ. The first

inclusion follows from the proof of Lemma 2.1 since:

φ(0)(w) =
B(w, φ(0)(w))

B(w,w)
w =

B(w, φ(0)(w) + φ(1)(w))

B(w,w)
w =

B(w, φ(w))

B(w,w)
w ∈

1

B(w,w)
Λ,

and the second follows from the fact that φ(1)(w) = φ(w) − φ(0)(w) ∈ 1
B(w,w)Λ.

Note that the proof of Lemma 2.4 gives b = 1
B(w,w)φ

(1)(w), and so b ∈ 1
B(w,w)2Λ.

For the claim about a we recall that by Lemma 2.6 we have that

φ† = (φ†)(0) + (φ†)(1) = (φ(0))† + (φ(1))†,

since (φ(0))† ∈ E(0)(B,w) and (φ(1))† ∈ E(1)(B,w). Note that φ(Λ) = Λ implies
that φ†(Λ∗) = Λ∗. We also have w ∈ Λ ⊆ Λ∗, and so we may apply the same
argument as above to conclude that (φ(0))†(w) ∈ 1

B(w,w)Λ ⊆ 1
B(w,w)Λ

∗, hence that

(φ(1))† = φ†(w)− (φ(0))†(w) ∈ 1
B(w,w)Λ

∗. Finally, since the adjoint swaps the roles

of a and b in the E(1)(B,w) component we learn that a = 1
B(w,w)(φ

(1))†(w) ∈
1

B(w,w)2Λ
∗. �

Corollary 4.2. Suppose that B′ is a non-degenerate symmetric bilinear form on
V . If B′ = Bφ for some φ ∈ GL(Λ) then the vectors ã = B(w,w)2a ∈ Λ∗,

b̃ = B(w,w)2b ∈ Λ from Proposition 4.1 satisfy:

B(w,w)2B′(w,w) = B(w,w)B(w, φ(w))2 +B(b̃, b̃),

B(w,w)3B′(w, z) = B(w,w)B(w, φ(w))B(ã, z0) +B(b̃, φ̃0(z0)),

B(w,w)4B′(z, z) = B(φ̃0(z0), φ̃0(z0)) +B(w,w)B(ã, z0)
2,
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for any z0 ∈ Λ (with z = z0−
B(z0,w)
B(w,w)w ∈ {w}⊥ and φ̃0(z0) = B(w,w)2φ0(z0) ∈ Λ).

Proof. By Theorem 3.2 we have that

B′(w,w) = B(w,w)(wt(φ)2B,w +B(w,w)B(b, b)).

Clearing denominators gives the first equation. Also note that

φ(z) = φ0(z) +B(a, z)w

= φ0(z0) +
B(z0, w)

B(w,w)
φ0(w) +

(

B(a, z0) +
B(z0, w)

B(w,w)
B(a, w)

)

w

= φ0(z0) +B(a, z0)w.

Since φ(z) ∈ 1
B(w,w)Λ and B(a, z0)w = 1

B(w,w)2B(ã, z0)w ∈ 1
B(w,w)2Λ, we find

that φ0(z0) ∈
1

B(w,w)2Λ. Again, by Theorem 3.2 we have:

B′(w, z1) = B(w,w)(wt(φ)B,wB(a, z1) +B(b, φ0(z1))),

B′(z1, z2) = B(φ0(z1), φ0(z2)) +B(a, z1)B(a, z2)B(w,w).

Inserting z1 = z2 = z and clearing denominators gives the second and third equa-
tions. �

Corollary 4.2 tells us that information about potential lattice isometries can be
determined by solving certain Diophantine equations. For example, the first and
third equations define integral quadratic forms, and if the underlying quadratic
space is positive definite then these quadratic forms are also positive definite (al-
lowing for a finite search). If there are no solutions to any of these equations then
we immediately deduce that no such isometry exists.

As mentioned above, after choosing a basis for Λ we see that the above equations
give insight into the solution of integer matrix factorization problems of the form
B′ =MTBM with M,B,B′ ∈ GLn(Z) and B,B′ symmetric (Gram matrices).

In the examples below we consider the space V = Qn and lattice Λ = Zn (i.e. Z-
span of the standard basis). In all cases we find that the first equation of Corollary
4.2 suffices to prove that no isometry exists.

Example 4.3. If n = 2 then

B(u, v) = u1v1 + 5u2v2,

B′(u, v) = 2u1v1 + u1v2 + u2v1 + 3u2v2,

are non-degenerate symmetric bilinear forms on V , and we see that Λ is integral
with respect to both forms.

Suppose that B′ = Bφ for some φ ∈ GL(Λ) ∼= GL2(Z). Choosing w = (1, 0)

gives b̃ = b = (0, t) ∈ Z2, B(w,w) = 1 and B′(w,w) = 2. The first equation of
Corollary 4.2 then implies that there are integer solutions to the equation:

2 = B(w, φ(w))2 + 5t2.

This is a contradiction, hence (Λ, B′) and (Λ, B) are not isometric (despite these
forms having Gram matrices of the same determinant, a necessary condition for
isometry).

We can also use Corollary 4.2 to prove that certain infinite families of pairs of
forms in rank 2 and rank 3 lattices cannot be isometric, despite their corresponding
Gram matrices having the same determinant.
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Example 4.4. If n = 2 then

B = (u, v) = m2u1v1 + n2u2v2

is a non-degenerate symmetric bilinear form on V wheneverm,n ∈ Q\{0}. Suppose
that m,n ∈ Z\{0}. Then Λ is an integral lattice with respect to B.

For any choice of α, β, γ ∈ Z such that αγ − β2 = (mn)2, we have that

B′(u, v) = αu1v1 + βu1v2 + βu2v1 + γu2v2

is another non-degenerate symmetric bilinear form on V with the same determinant
as B. Also, Λ is integral with respect to this form.

Suppose that there exists a prime p ≡ 3 mod 4 dividing α to an odd power. Then
B′ = Bφ for some φ ∈ GL(Λ) is impossible, since choosing w = (1, 0) in the first
equation of Corollary 4.2 gives:

α ·m4 = m2B(w, φ(w))2 + n2t2 = (mB(w, φ(w))2 + (nt)2.

This has no integer solutions by Fermat’s theorem on sums of two squares (e.g.
Theorem 13.3 of [1] and the Corollary that follows). It follows that (Λ, B) and
(Λ, B′) are not isometric.

Example 4.5. If n = 3 then

B(u, v) = (2m2 + 1)u1v1 − u1v2 − u2v1 + u2v2 + 2m2u3v3,

B′(u, v) = 4m3u1v1 +mu2v2 + u3v3,

are non-degenerate symmetric bilinear forms on V for any m ∈ Q\{0}. Suppose
that m ∈ Z\{0}. Then Λ is an integral lattice with respect to B and also with
respect to B′. As in previous examples, these forms have the same determinant
and so there is a chance that (Λ, B) and (Λ, B′) are isometric.

Suppose that B′ = Bφ for some φ ∈ GL(Λ). Choosing w = (1, 1, 1) gives

b̃ = (b1, b2,−b1) for some b1, b2 ∈ Z, since B(w, b̃) = 0 if and only if 2m2(b1+b3) = 0.
It is then readily calculated that

B(w,w) = 4m2,

B′(w,w) = (1 +m+ 4m3),

B(b̃, b̃) = (4m2 + 1)b21 − 2b1b2 + b22 = (2mb1)
2 + (b1 − b2)

2,

so that equation one of Corollary 4.2 gives:

16m4(4m3 +m+ 1) = 4m2B(w, φ(w))2 + (2mb1)
2 + (b1 − b2)

2,

= (2mB(w, φ(w))2 + (2mb1)
2 + (b1 − b2)

2.

By Legendre’s theorem on sums of three squares (e.g. Theorem 13.5 of [1]), there
are no integer solutions to this equation whenever 16m4(4m3+m+1) is of the form
4t(8k + 7) for some t, k ≥ 0. It follows that in this case there is no such isometry
between (Λ, B) and (Λ, B′).

Since any odd integer satisfies m4 ≡ 1 mod 8, the above condition is equivalent
to 4m3 +m + 1 = 4t(8k + 7) for some t, k ≥ 0. By a tedious case by case check,
one finds that asymptotically this happens for 1

6 of the possible m values. Thus our

method has proved that at least 1
6 of the pairs of forms in this family cannot be

isometric over Z. In fact, there are no values of m for which these pairs of forms are
isometric, and this can be seen by similar calculations for other choices of vector w.
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Similarly, for any choice of α, β, γ ∈ Z\{0} satisfying αγ − β2 = 4m4 the form:

B′′(u, v) = αu1v1 + βu1v2 + βu2v1 + γu2v2 + u3v3

is a non-degenerate symmetric bilinear form on V such that Λ is integral with
respect to B′′ (and also has the same determinant as B).

Suppose again that w = (1, 1, 1) and that B′′(w,w) = α+2β+γ+1 = 4t(8k+7)
for some t, k ≥ 0. Then the same argument as above shows that (Λ, B) and (Λ, B′′)
are not isometric either, by Legendre’s theorem on sums of three squares.

Numerical examples of the above are given by m = 3 and (α, β, γ) = (60, 6, 6).
Since we have that

4m3 +m+ 1 = 28 = 4 · 7,

αγ − β2 = 4m4 = 324,

α+ 2β + γ + 1 = 79 ≡ 7 mod 8,

we conclude that the following forms are such that (Λ, B) and (Λ, B′) are not
isometric and (Λ, B) and (Λ, B′′) are not isometric:

B(u, v) = 19u1v1 − u1v2 − u2v1 + u1v2 + 18u3v3,

B′(u, v) = 108u1v1 + 3u2v2 + u3v3,

B′′(u, v) = 60u1v1 + 6u1v2 + 6u2v1 + 6u2v2 + u3v3.
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