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Fig.1l: HairFastGAN: Realistic and Robust Hair Transfer with a Fast
Encoder-Based Approach. Our method takes as input a photo of the face, desired
shape and hair color and then performs the transfer of the selected attributes. You can
also see a comparison of our model with the others in the right plot. We were able to
achieve excellent image realism while working in near real time.

Abstract. Our paper addresses the complex task of transferring a hairstyle
from a reference image to an input photo for virtual hair try-on. This task
is challenging due to the need to adapt to various photo poses, the sen-
sitivity of hairstyles, and the lack of objective metrics. The current state
of the art hairstyle transfer methods use an optimization process for dif-
ferent parts of the approach, making them inexcusably slow. At the same
time, faster encoder-based models are of very low quality because they
either operate in StyleGAN’s W-+ space or use other low-dimensional
image generators. Additionally, both approaches have a problem with
hairstyle transfer when the source pose is very different from the target
pose, because they either don’t consider the pose at all or deal with it in-
efficiently. In our paper, we present the HairFast model, which uniquely
solves these problems and achieves high resolution, near real-time perfor-
mance, and superior reconstruction compared to optimization problem-
based methods. Our solution includes a new architecture operating in the
FS latent space of StyleGAN, an enhanced inpainting approach, and im-
proved encoders for better alignment, color transfer, and a new encoder
for post-processing. The effectiveness of our approach is demonstrated
on realism metrics after random hairstyle transfer and reconstruction
when the original hairstyle is transferred. In the most difficult scenario
of transferring both shape and color of a hairstyle from different images,
our method performs in less than a second on the Nvidia V100. Our code
is available at https://github.com/AIRI-Institute/HairFastGAN.
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1 Introduction

Advances in the generation of face images using GANs [5,9,11-14,18,19,25,27,30]
have made it possible to apply them to semantic face editing [10,20,33,34]. One
of the most challenging and interesting topic in this area is hairstyle transfer [26].
The essence of this task is to transfer hair attributes such as color, shape, and
structure from the reference photo to the input image while preserving identity
and background. The understanding of mutual interaction of these attributes is
the key to a quality solution of the problem. This task has many applications
among both professionals and amateurs during work with face editing programs,
virtual reality and computer games.

Existing approaches that solve this problem can be divided into two types:
optimization-based [3, 15, 16,24, 32,40, 41], by obtaining image representations
in some latent space of the image generator and directly optimizing it for the
corresponding loss functions to transfer the hairstyle, and encoder-based [7, 13,
26, 31], where the whole process is done with a single direct pass through the
neural network. The optimization-based methods have good quality but take too
long, while the encoder-based methods are fast but still suffer from poor quality
and low resolution. Moreover, both approaches still have a problem if the photos
have a large pose difference.

We present a new HairFast method that works in high resolution, is com-
parable in quality to state-of-the-art optimization methods, and is suitable for
interactive applications in terms of speed, since we use only encoders in the
inference process. We also propose a new approach to solve the problem when
there is a strong difference in photo poses, which works much better visually
and metrics-wise. Our framework consists of four modules: embedding, align-
ment, blending and post-processing, which solve the problem sequentially. Each
module solves its own subtask by training specialized encoders.

We have conducted an extensive series of experiments, including attribute
changes both individually (color, shape) and in combination (color and shape),
on the CelebA-HQ dataset [12] in various scenarios. Based on standard real-
ism metrics such as FID [8], FIDcrp [17] and runtime, the proposed method
shows comparable or even better results than state-of-the-art optimization-based
methods while having inference time comparable to the fastest HairCLIP [31]
method.

2 Related Works

GANs. Generative Adversarial Networks (GANs) have significantly advanced
research in image generation, and recent models such as ProgressiveGAN [12],
StyleGAN [13], and StyleGAN2 [14] produce highly detailed and realistic im-
ages, especially in the area of human faces. Despite the progress made in face
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generation, high-quality, fully controlled hair editing remains a challenge due to
the many side effects.

Latent Space Embedding. Inversion techniques [1,22,28,29,39,42] for StyleGAN
generate latent representations that balance editability and reconstruction fi-
delity. Methods that prioritize editability map real images into a more flexible
latent subspace, such as W or W+ [1], which can reduce the accuracy of the
reconstruction - a popular example is E4E [29]. Reconstruction-focused meth-
ods, on the other hand, aim for an exact restoration of the original image. For
example Barbershop merges the structural feature space (F') with the global
style space (S) to form a composite space (F'S). Such decomposition enhances
the representational capacity of the space. Utilizing both the W+ and F'S latent
spaces, we have created a comprehensive hair editing framework that allows for
a wide range of potential realistic adjustments.

Optimization-based methods. Among the classical optimization methods, we can
highlight Barbershop [40], which uses multi-stage optimization. Barbershop de-
composes the hair transfer task into the following subtasks: embedding, which
obtains the F'S latent code, alignment for hair shape transfer, and blending of
the original S tensors, which makes the appearance and color of the hair simi-
lar to the reference image. Although the method maintains identity well under
similar imaging conditions, face integrity degrades significantly under large pose
differences. Under difficult conditions, StyleYourHair [16] provides greater real-
ism. This is achieved by using local style matching and pose alignment losses,
which allow the face to be effectively rotated before hair transfer. However, this
approach still does not work perfectly and the new method StyleGANSalon [15]
solves this problem by using EG3D [2], more realistically rotating the images in
its space and in addition the method uses PTT 23], which improved the recon-
struction quality. Other approaches to hair editing include: HairNet [41], which
is an extension of Barbershop that has learned to handle complex poses and
uses PTI to improve quality but has lost the ability to independently transfer
hair color, HairCLIPv2 [32] which can interact with images, masks, sketches and
texts, HairNeRF [3] which uses StyleNeRF [6] instead of StyleGAN to provide
distortion-free hair transfer in case of complex poses.

Encoder based methods. Encoder-based methods replace optimization processes
with training a neural network, speeding up runtime a lot. Such early meth-
ods include MichiGAN [26] and more advanced HairFIT [4] which attempted to
solve the pose difference problem using a flow-based module. Among the best
models, we can highlight CtrlHair [7] that uses SEAN [43] as a feature encoder
and generator. The method uses encoders to transfer color and texture, and a
Shape Adaptor to properly adapt the desired hair shape by creating a segmen-
tation mask used in the SEAN generator. However, the method still suffers from
complex cases with different facial poses and the authors solve this by inefficient
postprocessing of the mask due to which the method is slow. Also the method
works only at low resolution due to the use of SEAN generator. HairCLIP [31],
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Fig. 2: Overview of HairFast: first, the images go through an Embedding mod-
ule where we obtain various latent representations and segmentation masks. Next, we
transfer the desired hairstyle shape using Alignment module and the desired hair color
using Blending module. The last step we do Post-Processing to bring back the lost
details of the original image where they are needed.

which is an order of magnitude faster than CtrlHair, uses another popular fea-
ture extractor, CLIP [21]. It tries to predict from the CLIP embedding of the
reference image the direction in W+ space that corresponds to the hairstyle
transfer. The price of simplicity of HairCLIP architecture is poor preservation
of facial identity and hair texture. So, existing encoder-based methods show sig-
nificantly worse performance than optimization-based approaches especially in
difficult cases with different head poses and lightning conditions. We propose the
first encoder-based framework that achieves comparable quality with methods
that use optimizations.

3 Method

3.1 Overview

Formally we will solve the following problem, we have a source image Isource tO
which we want to transfer the style and shape of Ishape, and an image with the
desired hair color I.gjor-

The Fig. 2 shows the architecture of our HairFast method. Our procedure
for transfer a hairstyle is very similar to the Barbershop method [40], which
is our base model, but in our method we replaced all optimization processes
with trained encoders. We choose Barbershop for improvement because of its
good partitioning into subtasks and good quality. There are several steps in the
transfer process, which will be detailed in the following subsections.

First of all, our method at the Embedding module gets a representation of
the original images in several StyleGAN spaces, one of them is W+ for good
editing and interpolation and the second one is in F'S space for highly detailed
reconstruction. In this module we additionally precalculate face segmentation
masks for usage in next modules.

In the next Alignment module we transfer the hairstyle shape from Ishape
to Isource, changing only the tensor F'. To do this, we solve two subproblems:
generating the desired hairstyle shape at the level of segmentation masks using
the Shape Module, and generating F’ tensor for inpaint after changing the shape.
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Once we have all the necessary F tensors, we aggregate them taking into account
the segmentation masks, selecting the desired parts, thus obtaining a new F
tensor that corresponds to the image with the desired hair shape.

The next Blending module is designed to transfer the hair color from the
Ieolor- To do this, we edit the S space of the source image using our trained
encoder, which also takes as input the S tensor of the reference and additional
CLIP [21] embeddings of the source images.

The image generated after the Blending module can already be considered
as the final image, but in our work we also introduce a new Post-Processing
module. The purpose of this module is to restore the necessary details of the
original image that were lost during the Embedding module. This allows us to
preserve the identity of the face and increase the realism of the method.

3.2 Embedding

The first step to edit a hairstyle is to get a projection in StyleGAN space. Meth-
ods like Barbershop and StyleYourHair explicitly run an optimization process
to reconstruct each image in F'S space. We will in turn use a pre-trained FS
encoder [35] designed specifically to immediately output F'S representations of
input images, it is one of the highest quality encoders currently available with
great image reconstruction.

The problem with F'S space is that it has poor editability. The native inte-
gration of the FS encoder into Barbershop results in an optimization task for
color transfer that simply cannot edit .S space in a way that transfers hair color.
To solve this problem, we additionally use E4E [29] — it is a very simple encoder
with relatively poor image reconstruction quality, but has high editability. For
this, we also reconstruct all images with E4E and mix the F tensor corresponding
to the hair with the F tensor obtained with the F'S encoder.

Formally, if I is input image, then FIPF, S = FSguc(I), wPF = E4E(I),
where FIPE € R16x16%512 .6 ¢ R12X512 _ the F'S representation obtained from
FS encoder and w™*F € R18%512 _ the encoding from E4E.

Since we want to edit images in F' space of 32x32 resolution while F'S encoder
produces only 16x16, we need to run a few more StyleGAN blocks, while for E4E
we run all 6 first blocks:

FISE = Guo(FISE,S),  FR'® = Go(w™F), (1)

where G — the output of the first 6 StyleGAN blocks and G 4. — the generator
starts at block 4.

To find the hair region in the F' tensor, we use BiSeNet [37] to segment a
face and obtain a hair mask from it:

M = BiSeNet([), H = Downsampleg, (M = hair). (2)
Then final reconstruction for images:
Fp*=H -F3%+(1-a)-H-Fy" +a-H-F'® (3)
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(a) Visualization of the mixing block. (b) A module for transfers of the desired hair shape.

Fig. 3: Detailed diagram of the units. (a) Mixing block from Embedding module mixes
FS and W+ space representations to allow color editing (b) An alignment module di-
agram that takes the images themselves, their segmentation masks, W+ and F' repre-
sentations to transfer the desired hairstyle shape.

Here H is an inversion of the mask H and « is the hyperparameter for mixing.
In our work it is equal to 0.95. This means that we only take 5% of the hair from
FS encoder, but according to our experiments, even this small mixing with the
hair F' tensor of F'S encoder hair greatly increases the quality. The visualization
of the mixing procedure shown in Fig. 3.

This FI5™ tensor allows us to get an excellent quality of face and background
reconstruction and still edit the hairstyle.

The output of this module are segmentation and hair masks: M, H, and
embeddings w™E, S, and F3 for each image Isource, Ishape, and Igolor-

3.3 Alignment

In this step, our goal is to transfer the desired hair shape from Ishape t0 Isource-
For this purpose, we edit only the F' space. To achieve this, we solve 2 subtasks:
generation of a target mask with the desired hair shape and generation of F
tensor with the inpainted parts of the image.

The task of generating a target mask without optimization problems was
very successfully solved by the authors of the CtrlHair [7] method using Shape
Encoder, which encodes the segmentation masks of two images as separate em-
beddings of hair and face, and Shape Adaptor reconstructs the segmentation
mask of the desired face with the desired hair shape, additionally performing
inpaint. According to our experiments, this combination of Shape Encoder and
Shape Adaptor performs better than the original Barbershop optimization prob-
lem, but nevertheless, this approach still has problems.

First of all, the Shape Adaptor and Shape Encoder itself has been trained
to transfer the hair shape as it is in the current pose and so for the case where
the source and shape photos have too different poses, the method performs very
poorly, causing the final photo to show severe hair shifts. The authors of CtrlHair
have partially solved this problem with a slow and ineffective post-processing of
the mask.
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To fix this problem, we train an additional Rotate Encoder that is trained
to rotate the shape image to the same pose as the source image. This is ac-
complished by changing the wF*F representation, after which the new image is
segmented and given to the input of the Shape Encoder and Shape Adaptor as
the desired hair shape. Since we don’t need detailed hair to generate the mask,
we use the E4E representation of the image. The Encoder itself has been trained
with very good interpolation and can rotate the image to the most complex pose
while maintaining the original shape of the hair. At the same time, Encoder does
not mess up the hairstyles if the image poses already match.

Wrotate = RotateEnC(w;EoiErcc, wgfa};:m), Miotate = BiSeNet(G(wrotate)).  (4)

For training Rotate Encoder, we used keypoint optimization with a pre-
trained STAR [38] model as well as cycle-consistency reconstruction loss. See
the Appendix 8.1 for more information about the Rotate Encoder.

This approach allows for a high quality transfer of most hairstyles even with
the most complex pose differences, correcting artifacts that occur even in the
StyleYourHair method, as will be shown in the experiments section. A diagram of
the Shape Module architecture is shown in Fig. 3. More formally, the generation
of the final M,jign = Shapegapior (haiTemn, faceemn), where

hairemy, = Shape}éilé(Mrotate)a fa'Ceemb = Shapeijagg(Msource)y (5>

According to the Eq. (2), we get Halign from Majign.

These masks Hajign and Mgy from the Shape Module will be needed for
the next alignment tasks — inpaint generation and shape transfer.

For the inpaint task, we use the pre-trained SEAN model, which produces
style vectors for each segmentation class using the input image and its segmen-
tation mask, and its decoder reconstructs the image using the style vectors and
any new segmentation mask. Thus, using this model, we can obtain a 256x256
resolution image with the desired hair shape for both source and shape photos.

stylecoges = SEANgL (I, M), I™P*" = SEANp.(style.,qess Matign).  (6)

To get the F tensor representation of these images we use E4E. According
to our experiments, the SEAN model in some cases produces strong artifacts in
weakly represented segmentation classes such as ears, and due to artifacts on the
target segmentation mask, it can also produce images with similar artifacts, such
as when the hair is not connected to the head. E4E due to its good generalization
is a good regularizer that automatically handles all such kind of artifact.

F?igpamt _ GG (E4E(Iinpaint)). . (7>

In the current step we have two initial F33* tensors of images and two FiyP™
tensors after the inpaint part. The last step Alignment of I space combines all
four F tensors into one new Fiy &, which can be used to generate an image with a
given hairstyle. To do this, we assemble the tensor by selecting its corresponding
parts using segmentation masks. A diagram of the Alignment module is shown
in Fig. 3.

align __ mix inpaint
F32 - Halign : Hshape - F, + Halign . Hshape - F, +

shape shape

(8)
T . T mix T inpaint
+ Halign : Hsource : Fsource + Halign : Hsource : Fsogrce .
Here, Hhape and Hyource are obtained from Ispape and Isource from Embedding

module according to Eq. (2).
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3.4 Blending

In the next step, we solve the problem of changing the S space so as to change
the hair color to the desired color. Barbershop’s previous approach was to find
by optimization a convex combination of source and color S vectors to generate
the desired image, which is too strong constraint for this problem, causing the
images to be edited insufficiently. Moreover, Barbershop used very outdated loss
functions for optimization, which also caused additional artifacts to appear in
the edited images.

To fix this, we adopt a similar encoder architecture called HairCLIP [31],
whose goal is to predict the change in style of the source vector from two input
S vectors. This architecture consists of 1D modulation layers similar to those
used in StyleGAN. Such layers are excellent for style changing and have good
stability. Furthermore, we additionally feed the model with CLIP embeddings
of the source image without hair embgace = CLIPenc(Isource - Halign - Hsource) and
CLIP embeddings of the hair only from the color image emby,,i; = CLIPene(Leolor
Heolor), where Hyjign hair mask obtained from a Shape Module run to transfer
a hair shape from I.o1o; t0 Isource- This helps to convey additional information
about the original images that might have been lost in the embedding module,
according to our experiments it also improved the result significantly. And Iyjeng
is the final image before post-processing;:

Sblend = Blendgne (Ssources Scolor, €Mbrace, embhair), 9)
Ipiend = StyleGAN(F3®", Spiend), (10)

A diagram of the method is shown in Fig. 4.
Leip (I, Iz, My, My) =1 — CosSimerip (11 - My, I - M), (11)

To train the model, we use the L., one of which optimizes the cosine dis-
tance between the CLIP embeddings of the final and source images on both
the reconstruction and transfer of the desired color. See the Appendix 8.2 for
training and encoder details.

3.5 Post-Process

Experiments with baseline models showed that the FID of the CtrlHair method
is the best among all other methods, although on visual comparison the method
performed significantly worse than other sota approaches. Although we were
able to correct this problem with a better metric, which will be discussed in the
next section, the FID still considers CtrlHair to be the best performing method
because of its post-processing. Their method uses Poisson blending of the original
image with the final resulting image. This approach was strongly encouraged by
FID metrics, but nevertheless, visually, in many cases, this blending of images
is visible to the naked eye.

In turn, our method, even though it has a higher quality Blending step, still
has a problem on complex cases where the face hue may change. Particularly
because of this we cannot simply use Poisson blending, as the difference in shades
emphasizes the overlay more and is heavily penalized by higher quality metrics.
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Fig. 4: Detailed diagram of the units. (a) A blending module diagram that takes as
input S image representations as well as segmentation masks. The purpose of this block
is to encode the details of the original image and change the S space to transfer the
desired hair color and preserve the identity. (b) A post-processing diagram that takes
as input the source image and post Blending Module image. At this module, the goal
is to get a new representation in StyleGAN space to get a realistic image, with the
original details of the source image that were lost in the embedding module.

For this reason, we are developing our own Post-Processing module, which
is essentially a larger and more powerful reconstruction encoder, but for a more
complex task — reconstruction of the original face and background, reconstruc-
tion of hair after Blending Module and inpaint of non-matching parts. This
Post-Process encoder generates an F tensor 4 times higher resolution than the
FS encoder we used in the Embedding Module. This allows for unrivaled recon-
struction quality. Unlike traditional encoders that sacrifice reconstruction quality
for good editing, we are able to use such a large resolution F tensor due to the
fact that we do not have to edit the image after this module.

Post-Processing itself consists of a trained FS encoder at resolution 64 for
the usual reconstruction task, we use it to encode the original image Isource and
the Iplenq image after our method:

Fg))zienda Sblend = FSEnc (ours) (Iblend)a (12)
Fﬁszurcev RO = FSEnc (ours) (Isource)- (13)

The resulting tensors F are fused using IResNet blocks. In turn, S space is
fused using two similar Blending models, but without additional CLIP features.
The output of this composite encoder is a 64x64 Fg,. = Fusedp EnC(Fé’iend, Fgouree)
tensor and an Sppa = latent,yy + Fuseds pne(SPnd, §s0uree) vector, which are
input to StyleGAN to generate the final image Igpq:

Ifinal = StyleGAN(EFEP™ Sga). (14)

For model training, we use loss functions for hair reconstruction and original
parts of the image, and for inpaint we use guidelines from the more robust
StyleGAN space and adversarial loss. For reconstruction, these include multi-
scale perceptual loss [35], DSC++ [36], ArcFace and regularizations. See the
Appendix 8.3 for training and encoders details.

A diagram of the post-processing procedure is shown in the Fig. 4. This
produces the final HairFast model, which is shown in the Fig. 2.
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4 Experiments

Table 1: All metrics were measured on the same pre-selected triples of images (face,
shape and color) from the CelebaHQ [12] dataset. Then, applying the method, FID was
measured on the original dataset and the modified dataset. FIDcrip [17] was counted
similarly to FID using the torchmetrics library, but a CLIP encoder was used instead
of Inception V3. Running time was measured as the median time among a bunch of
method runs, without taking into account models initialization and loading/saving
images to disk.

Model FIDJ] FIDcLipl Time (s){

full both color shape full both color shape A100 V100
HairCLIP [31] 34.95 40.68 40.08 42.92 12.20 13.32 10.94 13.44 0.28 0.36
HairCLIPv2 [32] 14.28 23.37 20.21 23.90 10.98 12.14 6.55 10.06 112 221
CtrlHair [7] 15.10 24.81 19.65 25.60 9.52 10.42 3.62 9.59 6.57 7.87
StyleYourHair [16] - 2590 - - - 1091 - - 84 239

Barbershop [40] 15.94 24.52 20.54 24.08 7.07 8.12 3.89 6.76 213 645
HairFast (ours) 13.12 22.71 20.17 23.36 5.12 6.06 3.00 5.34 0.41 0.78

Realism after editing. The task of hairstyle transfer is very challenging,
largely due to the lack of objective metrics. One possible metric to reflect the
quality of hairstyle transfer is to measure the realism of the image using FID. To
measure this metric, we consider 4 main cases: transferring hairstyle and color
from different images (full), transferring only a new hairstyle shape (shape),
transferring only a new color (color), and transferring both color and shape
from the same image (both). To measure the metrics, we use the CelebA-HQ [12]
dataset, from which we capture 1000 to 3000 experiments for each case, on which
we run all methods. We used methods such as HairCLIP [31], HairCLIPv2 [32],
CtrlHair [7], StyleYourHair [16] and Barbershop [40] for comparison, and for their
inference we used the official code implementation. Additionally, we measure the
median running time among all runs of these experiments, excluding the time
to save the results to disk and initialize the neural networks.

In these experiments, we do not compare with HairNet [41], HairNeRF [3]
and StyleGANSalon [15] due to the lack of their code and the inability to run
the methods on our images. Instead, we compare with StyleGANSalon on images
they published from their inference along with LOHO [24] in Appendix 10, and
we also make a visual comparison with HairNet and HairNeRF on images from
their article in Appendix 11.

For a more correct comparison, we replaced about 2% of Barbershop images
that failed to generate due to an incorrect loss function that arised in the blending
step when there was no hair according to BiSeNet. Instead, we used random
working Barbershop images, and did so in order to preserve the sample size,
which affects FID orders of magnitude.

As we can see in the Tab. 1 table, a method like CtrlHair outperforms
optimization-based methods like Barbershop and StyleYourHair by FID met-
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HairFast (ours) Barbershop StyleYourHair HairCLIPv2 CtrlHair HairCLIP

Fig. 5: Visual comparison of methods on different cases for transferring hair and color
together, or separately. StyleYourHair transfers color only from the Shape image. Ac-
cording to the results of visual comparison, our model better preserves the identity of
the source image. At the same time, our method on most cases better transfers the
desired hair color and texture, and works better with complex pose differences. For a
more detailed comparison, see Appendix 13.

rics. However, visual analysis reveals that the method performs much worse and
artifacts are visible, which appear as a consequence of strong Poisson Blend-
ing of the final image with the original image. The authors in [17] studied the
problem that makes images with strong artifacts appear more realistic by FID
metric. They were able to solve this problem by using the FIDcp,1p metric, which
simply uses higher quality embeddings from the CLIP model. We also compute
this metric in our experiments. Note that the metric uses the CLIP-ViT-B-32
checkpoint while we use CLIP-VIT-B-16 for blending training, so there is no
leakage in our measurements.

Analyzing the results, our method performs better on all cases according to
the FID¢pp metric. But we lose to CtrlHair when transferring only hair color
by FID metric because in this case CtrlHair blends almost the whole image
except hair, which is strongly encouraged by the metric. Looking at runtime,
we outperform Barbershop on V100 by a factor of 800 and even CtrlHair by
more than 10 times. This is because CtrlHair has an expensive post-processing
implementation for alignment and Poisson blending. The only method that is
faster is HairCLIP, but its performance in our problem setup is quite poor.

Pose difference. Table Tab. 2 shows the results of the metrics on a sub-
sample of our main experiment (both), but split into different cases of pose
difference. For this purpose, we counted the RMSE of key points of the source
image with the shape image and split all cases of hairstyle transfer into 3 equal
folds: easy, medium and hard. The last two cases are presented in the table.



12 M. Nikolaev et al.

Table 2: Pose Metrics. For this metrics, we consider color and shape transfer from
the target image to the source image. For all pairs of images we calculate MAE of
key facial points and split the pairs into three equal folds, which correspond to weak,
medium and high pose-difference on which the corresponding metrics were measured.
There were 1000 image pairs taken from CelebA-HQ. Reconstruction Metrics. For
this each method is started on the task of transferring the color and shape of the
hairstyle from itself to itself, thus at the end we measure the metrics with the original
image. There were 3000 images taken from CelebA-HQ.

Pose metrics Reconstruction metrics
Model FID| FIDcrp |
medium hard medium hard LPIPS] PSNR?T FID| FIDcLipl
HairCLIP [31] 55.77 54.35 15.53 15.73 0.36 14.08 35.49 10.48
HairCLIPv2 [32] 44.62 45.28 14.56 18.66 0.16 19.71 10.09 4.08
CtrlHair [7] 46.45 50.12 12.96 16.42 0.15 19.96 8.03 1.25

StyleYourHair [16] 46.32 47.19 13.70 1593 0.14 21.74 10.69 2.73
Barbershop [40] 44.08 46.13 11.27 13.30 0.11 21.18 13.73 2.61
HairFast (ours) 43.25 44.85 8.90 10.33 0.08 23.45 9.72 0.97

Reconstruction. Another quality metric can be the reconstruction metric,
where each method tries to transfer the shape and color of the hairstyle from
itself, in this case we have a ground truth image with which we can measure the
metrics. Besides FID and FID¢y1p, which we measure with the original images
and not the whole dataset, we consider the metrics LPIPS and PSNR. 3000
random images from CelebA-HQ were taken for reconstruction.

Analyzing the results Tab. 2, we see that we lose only to CtrlHair method on
FID. This confirms the effectiveness of our Post-Processing, which recovers lost
image details during encoding, outperforming even optimization-based methods.

Overall comparison. The Tab. 3 shows a comparison of the characteristics
of the methods. Hair realism was determined according to realism metrics on
reconstruction tasks and visual comparison. HairCLIPv2 has medium realism
because of poor reconstruction, which due to the peculiarities of the architec-
ture does not allow to transfer the desired texture accurately enough, in turn,
CtrlHair despite the excellent metrics in visual comparison shows not similar to
the desired results due to the limitations of the generator. The other methods,
except HairCLIP, transfer the hairstyle realistically.

When it comes to preserving face and background details, the latent space
of methods in which image inversions take place is mainly responsible for this.
Methods such as Barbershop, StyleYourHair, HairNet and HairCLIPv2 use FS
resolution space 32, which does not allow them to preserve much details. In
turn, the HairNeRF and StyleGANSalon methods use PTI, which allows them to
preserve more details of the original image, and the CtrlHair method uses Poisson
Blending, which also allows direct transfer of all original details. Our method
uses F'S resolution space 64, which when compared visually and reconstruction
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Table 3: A comparison of the characteristics of the main hair transfer methods.

Barbershop StyleYourHair HairNet HairNeRF StyleSalon CtrlHair HairCLIP HairCLIPv2

[40] [16] [41] 3] [15] 7] [31] [32] Ours

Quality
Hair realism High High High High High Low High
Face-background

preservation High High High Low High

Functionality
Pose alignment X v v v v X

P ahe /
Separate shape/ v X % v v
color transfer
Efficiency
W /o optimization X X X X X v 4 X 4
Runtime -10m -3m >3m -3m -10m <1s >3m <ls
Reproducibility
Code access v v X X X v v v v

metrics shows even better quality than methods with PTI. HairCLIP, in contrast,
uses the weakest W+ space.

The runtime of each method that has a code we tested independently on the
Nvidia V100. StyleGANSalon’s time estimate came from their article, where they
claim to run longer than Barbershop, while methods like HairNet and HairNeRF
use PTT which makes them take at least a few minutes per image.

Looking at the rest of the features, unlike some other methods we are able
to transfer hair color and shape independently, we are also able to handle large
pose differences and our entire architecture consists of encoders, which allows us
to work very fast. Moreover our method has code for inference, all pre-trained
weights and scripts for training for full reproducibility.

Ablation study. As ablation, we remove some parts of our method and re-
place them with Barbershop optimization processes if necessary. On these config-
urations we measure the realism metrics after the hairstyle transfer, the results
of which can be seen in the table Tab. 4 and images Fig. 7.

Configuration FID| FIDcpip) Time (s)|
A Baseline 16.23  6.92 0.67
B w/o Blending Encoder 26.88  11.45 39
C w/o F mix. 16.57  6.72 0.67
D config Bw/o F mix. 27.74 11.51 39
E w/o Rotate Encoder  16.87  7.52 0.62
F  w/o Shape Adaptor 18.72  6.37 37
G w/o SEEN inpaint 12.79 4.58 92
H + Post-Process (ours) 13.12  5.12 0.78

Table 4: Ablation results.
Baseline is HairFast, but with-

out Post-Processing. In each Fig. 6: Failed cases. Case A poor color transfer and
conﬁgura?tlon Wwe remove on.ly unrealistic inpaint. Case B unsuccessful transfer of
the specified part from Hair- ¢, plex texture. Case C earrings did not transfer.

Fast and replace them with  Cage D unwanted hair in bald hairstyle transfer.
optimizations from Barber-

shop if necessary.
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w/o F mix W/o Blending Enc.__config B w/o F mix._w/o Rotate Encoder /o SEEN

Y

1

4//3 ’f‘t ‘7: J :

\

Fig. 7: Ablation Study for different configurations of our model. Our model is used
as the Baseline, but without Post-Processing. Each column represents a change in the
Baseline of the model.

By ablation, we proved the high quality of Blending Encoder, the necessity of
mixing F spaces in the embedding module, the effectiveness of Rotate Encoder,
Shape Adaptor, SEEN, and the effectiveness of Post-Process module. For more
detailed ablation conclusions, see Appendix 7.

Failure cases. The Fig. 6 shows examples of cases where our method does
not work correctly. In particular, inpaint may not work very well for cases where
long hair is replaced by short hair, in part by creating an unrealistic skin tex-
ture, or by creating shadows from past hair as in Figure 6A. In some cases, color
reproduction with blending encoder does not work perfectly, in particular, the
problem may occur when there is a large difference in illumination, an example
of failed color reproduction is shown in Figure 6A. Also, our approach does not
allow to transfer hairstyles with complex textures, such as ponytails, ribbons,
braids as in the figure 6B. In addition, the model may have a problem retaining
the original attributes that are exposed in the Alignment step, in which case the
Post-Process may not be able to restore them (Figure 6C). Furthermore, our
method may fail to remove some of the hair when transferring a bald hairstyle
(Figure 6D). While these problems are important, they are inherent in all base-
line models and we will address them in our future work.

5 Conclusion and Limitations

In this article, we introduced the new HairFast method for hair transfer. Un-
like other approaches, we were able to achieve high quality and high resolution
comparable to other optimization-based methods, but still working in near real
time. We also developed a new technique for handling photos with large pose
differences, which shows better results than previous methods. We were able to
achieve all this through a new architecture and quality post-processing based on
encoders operating in StyleGAN’s latent space.

But our method, like many others, is limited by the small number of ways
to transfer hairstyles, but our architecture allows to fix this in future work. For
example, our Blending Module architecture allows similarly to HairCLIP to do
hair color editing with text, and using Shape Adaptor allows similarly to CtrlHair
to edit hair shape with sliders.

We prove the effectiveness of our approach by comparing it with other meth-
ods in the Sec. 4, and refer to additional experiments in the Appendix 10, 11,
12 and 13 for further details.
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Appendix
In this appendix, we provide additional explanations, experiments, and results:

— Section 7: Detailed analysis of ablation results and additional metrics.

— Section 8: Model architectures, learning process and hyperparameters.

— Section 9: Additional speed measurements in different operating modes and
implementation details.

— Section 10: Comparison to StyleGAN-Salon [15] and LOHO [24] on the re-
alism metric.

— Section 11: Comparison with HairNet [41] and HairNeRF [3] visually and in
terms of features.

— Section 12: Our attempts to find a color transfer metric.

— Section 13: Examples of how our method works and comparisons with others,
including StyleGAN-Salon.

7 Ablation detail

7.1 Blending Encoder and F space mixing

To prove the effectiveness of our Blending Encoder and the necessity of mixing
F spaces, we perform 4 experiments: configurations A — D in Tab. 4, in which
we measure metrics on 1000 random triples from the CelebA-HQ dataset.

We first compare Baseline (config A) with configurations without mixing F
spaces (config C), examining the results of the metrics we see that using full F
space does not give a statistically significant gain in realism. But more impor-
tantly, if we examine the visual comparison Fig. 7, we see that F space without
mixing does not allow us to edit the hair color with our Blending Encoder.

Similarly, we experiment with config B, in which we replace the Blending
Encoder using the Barbershop optimization process, and config D, in which we
additionally remove the mixing of F spaces. From the metrics results, we can
see that using such an optimization process significantly degrades the realism
metrics, which proves the effectiveness of our approach. Moreover, on the visual
comparison we see that config B can still edit the hair and get the desired hair
color, but for config D we see the same problem where even the optimization
process cannot get the desired hair color, which confirms the need to use F space
mixing.

7.2 Rotate Encoder

Next experiment config E, we remove the Rotate Encoder from our model, essen-
tially leaving the generation of the targeting mask as in the CtrlHair method. In
terms of metrics, removing the Rotate Encoder results in reduced realism in both
FID and FID¢rip. Moreover, when visually comparing ablations Fig. 7 we see
2 problems in this approach, which were described in detail in the Barbershop
article: in case of a strong pose difference either vertically or horizontally, the
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hair mask adapts directly, which leads to severe distortions in the final image,
but Rotate Encoder allows us to eliminate them effectively.

To verify that Rotate Encoder does not mess up the desired hair shape we
additionally perform a 1000 image reconstruction experiment where we transfer
the hair shape and color from the image itself to itself. For this, we compute
the IOU metric on the hair mask of the original and the resulting Baseline
configuration image and the config E image without Rotate Encoder. As a result,
the use of Rotate Encoder led to a relative decrease in IOU by 2.7%, compared
to the model without the encoder. This is a very small difference compared to
the improvements seen even with small pose differences, including in Fig. 7.

7.3 Other Alignment encoders

We also run a series of experiments in which we remove one of our encoders each
and replace it with a similar optimization problem from Barbershop, configura-
tion F-G.

Analyzing the metrics of experiments E and F, we see a serious gap in all
metrics, not to mention the running time due to the optimization processes.

If we consider the config G, the metrics get much better, but by visually
evaluating the results in Fig. 7, we see that this optimization process strongly
regularizes the desired hair shape and transfers quite differently than expected.
In addition, this optimization process is very long.

This also confirms the effectiveness of our alignment step for both the task
of target mask generation and inpaint not only in terms of performance but also
quality.

7.4 Post Process

The last experiment config H we consider is our own HairFast model, which is
Baseline (config A) with added Post-Processing. In addition to significant gains
in metrics, we can also observe its effectiveness on visual comparison. Such Post-
Processing effectively fixes Blending Encoder problems, for example, in cases
where it cannot preserve the original face hue due to the need to change the hair
color as happened in the last example Fig. 7. It also effectively reverts identity
and fine details such as piercings, makeup and others.

8 Model Training

8.1 Rotate Encoder

To train the Rotate Encoder, we collected 10’000 random images from FFHQ to
learn how to rotate in W+ space from the E4E encoder to obtain an image with
the desired pose. During the rotation, we must be able to preserve the shape of
the hair.

The Rotate Encoder itself takes as input the first 6 vectors corresponding to
the first StyleGAN blocks in W+ space of the source image and 6 vectors of the
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Fig. 8: Demonstration of how Rotate Encoder works to rotate an image to generate
the correct segmentation mask for complex pose difference images.

target image with the desired pose. And on the output it returns new 6 vectors,

which should generate the image with the desired pose. We do not modify the

remaining 18 - 6 vectors, which also helps us to preserve the identity in some

details. An example of how Rotate Encoder works is shown in the image Fig. 8.
Formally, this can be described as follows:

1:6 _ 1:6 1:6

Wrotate = ROta’teEnC (wsource7 wtarget)? (15)
1:6 _ 1:6 1:6

Wrestore = ROtateEnC(wrotate’ wsource)7 (16)

here we additionally have wyestore, Which tries to turn back the modified
representation. And since we do not change the last vector representations, the
o L7878 T8 18512
following is true: w/iinie = Wistore = Weonrce- Ald also Wrotate, Wrestore € R
During training, we randomly generate source image and target image pairs

and train according to the following loss functions:

Htarget = E(Itarget)a (17)
Epose = ||Htarget - E(G(wrotate))H% (18)

In this case, F — a pre-trained model for extracting 2D face key-points, we
used the STAR [38] model for this purpose. For optimization, we used the first
76 key-points which corresponded to the face contour, eyebrows, eyes and nose.
Thus Hiarget € R76%2_ In this way, due to Lpose loss, we train the model to rotate
the image to the required pose for hair alignment.

The following loss functions are used to keep the original shape of the hair:

Lirecon = ||w5)ﬂ§ce — Wrestore| |g, (19)
Lig = ArCFace(Isourcey G(wrotate))- (20)

Here the main loss function for attribute conservation is Lyecon, it is what
motivates the model to learn transformations that do not change the attributes
of the image other than its pose. In this case, when we have rotated the image
and requires to rotate it to the original pose, we know the ground truth and
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in this loss function we just take L2 between it. The loss function L4 is only a
guide and also helps to preserve attributes a bit when rotating.
Total final loss function:

Apose * Lpos A - L Aid + Lia
L= pose pose recon recon i i 21
EMAt(Epose) + EMAt (Erecon) + EMAt (Eid) ( )

The main challenge in training this model is to find the correct coeflicients
for the given loss functions. The model learns to adopt the correct pose very
quickly and because of this, ArcFace soon begins to dominate, and with heavy
overtraining, artifacts begin to form because of it. To avoid this, we first nor-
malize the loss functions by their exponential moving average (EMA), which
we compute with a factor of ¢ = 0.02. This allows us to maintain the correct
prioritization of the loss functions throughout training.

The final model was trained with Apose = 6, Arecon = 2, Aig = 1. The optimizer
was Adam with learning rate 1 x 107* and weight decay 1 x 106, Batch size 16.

The architecture of the model is similar to the one used in Blending En-
coder Fig. 4. We predict the change of w5 .. € RO and input wi, . €
R6%512 to the modulation layer. In total, there are 5 blocks in the model form
Linear(512,512) — Modulation — LeakyReLU(0.01). The block diagram of the
Modulation block can be seen on the Fig. 4. The fz and g, are Linear(512, 512) —
LayerNorm(512) — LeakyReLU(0.01) — Linear(512,512).

8.2 Blending Encoder

To train the Blending Encoder, we collect about 5800 image pairs from the FFHQ
dataset. For this purpose, we run our model on 3000 triples from FFHQ and save
F'S spaces of source, shape and color images after Embedding Module, and then
run Alignment Module to transfer hair shape from shape image to source image
and additionally run one more time to transfer hair shape from color image to
source. The resulting F spaces are also saved. This allows us to create 6000 pairs
for color transfer, which we additionally filter and discard images without hair,
from which we can not take the desired color.

Thus each object in the training sample consists of Isource, Ssource and F;}{ﬁﬁe
of the original image with the hair shape from the color image, and I.o1or, Scolor
of the color image. Our goal is to modify Ssource to get the same hair color as
Ieolor With the given F281 tensor.

The first thing we do for model training is to prepare the masks:

Holor = (BiSeNet (I olor) = hair),
Hsource = (BiSeNet(Isource) = hair),
Halign = (BiSeNet(G(F222 | S ource)) = hair),

source?

Mtarget = Hsource . Halign-
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Now we can apply our model:

embgyce = CLIPenc(Lsource * Mrarget ) (26)
emby,ir = CLIPene(Leolor * Heolor), (27)
Sblend = Blendgnc(Ssources Scolors €Mbface; €mMbpair), (28)
Iblend = StyleGAN(F2E0 | Spiena), (29)

And now we can apply the following loss function, which worked better than
LPIPS or other combinations:

Leiip(I1, Iz, My, My) =1 — CosSimcrip (I1 - My, I - M), (30)

here CosSimcy,1p is the cosine distance between the embedding images from
the CLIP model. The images are before that multiplied by the corresponding
masks M.

We get the following loss function from here, which we optimize during train-
ing for our model.

Ecolor = Eclip (Iblend> ]colon HaligrU Hcolor)7 (31>
»Cface = ﬁclip (Iblend, Isourcea Mtargeta Mtarget)7 (32)
L= )\color . Lcolor + )\face : ‘Cface~ (33)

The final model was trained with Acolor = 1 and Agace = 1. The optimizer
was Adam with learning rate 1 x 10~% and weight decay 1 x 10~°. Batch size 16.

The architecture of the Blending Encoder is shown in the Fig. 4. The f3
and g, are Linear(1536,1024) — LayerNorm(1024) — LeakyReLU(0.01) —
Linear(1024,512), for a total of 5 blocks in the model.

8.3 Post Processing

To train Post-Processing, we collect 10’000 triples from FFHQ on which we run
our method without Post-Processing. The image Ipjenq after Blending Encoder
and the original face image Isource are the object of the training sample.

The training of this stage consisted of three parts: F'S encoder training, fusers
training, and the whole model finetuning.

Feature Style Encoder For FS encoder training, we first obtain a reconstruc-
tion of the real image:

Fggurcea SEOMEE = FSEnC (ours) (Isource)7 (34)

Sstc;liléce = Gg (Ssource)’ (35)
Fgg™™ = o Fg3"° 4+ (1 — o) - FEHE°, (36)
Lstyle = StyleGAN(FGHE™, S™%°"°), (37)
Liecon = StyleGAN(Fygeon, gsourcey (38)
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Besides the reconstruction image from F'S space here we also get the F tensor
from S space and the image generated by S. Also here « is a parameter which
is 0 at the beginning and gradually increases to 1 during the learning process.
And after that we use the following loss functions:

Lia(I1, Is) = ArcFace(I4, I5), (39)
L vpres(l1, I2) = m_LPIPS(Iy, I2), (40)
Erecon. feat(F17F2): ||F1_F2H§a (41)

here £, ppips is a multi-scale perceptual loss [35] presented by the authors
of FS encoder, which in addition with Ljq reconstructs the original image. In
turn, it will Liecon. feat help in the initial stages to obtain an F tensor similar to
the F tensor created from S space, so here we throw gradients only through one
F tensor, not pull them together.

Thus the final loss function for training our F'S encoder:

»C - )\id : (»Cid (Isourccv Istylc) + L:id(Isourccv Irecon)) +
+ Am_rpps - (Lm_ LP1Ps (Lsource Istyle) +
+ ‘CmiLPIPS (ISOUI‘C67 Irecon)) + (42)

source source
+ )\recon. feat * Erecon. feat (Fstyle s 464 ) +

+ /\ADV . EADV (Irecon)7

here we also use adversarial loss function, as a discriminator we take the
pre-trained one from StyleGAN and train it in the process using the classical
loss function and R1 regularization.

The following parameters were used for training: A\;q = 0.1, A\, Lpps =
0.8, Arecon. feat = 0.01 and Aapy = 0.2. Adam was used for encoder optimization
with learning rate 2 x 10~* and weight decay 0, and for discriminator learning
rate 1 x 1074, betas=(0.9, 0.999) and weight decay 0. The model was trained
with a batch size 16.

Fusing Encoders Once we have trained the FS encoder we can proceed to
train models for fusing spaces. First of all we need to get FS representations
from images:

Fgﬁend, Sblend = FSEnc (ours) (Iblend)a (43)
F’gzurce7 gsource _ FSEnc (ours) (Isource)- (44)

Now we can apply our models to fusing:
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Fsource—> channel concat <— Fpjeng

iResNetBlock(1024, 1024)

iResNetBlock(1024, 768)

iResNetBlock(768, 768)

B 2, 512)
f\ iResNetBlock(512, 512)

A\ ¥

Ffinal

Stinal

(a) Fusing architecture of S spaces. (b) Fusing architecture of F spaces.

Fig.9: Diagram of fusing encoders in post processing. (a) The modulation archi-
tecture is shown in the Fig. 4. fg and g, in modulation are Linear(512,512) —
LayerNorm(512) — LeakyReLU(0.01) — Linear(512,512). Sav is the average latent
vector. (b) The architecture consists of the usual IResNet blocks.

blend
Final = Fusedr e (Fg, ™", F53" ),

(45)

Stinal = latentayg + Fuseds gnc(S™M, S§50uree), (46)
Fyyte = G (ST, (47)
(48)

(49)

Istyle = StyleGAN(Fstylea Sﬁnal)a
Tinal = StyleGAN(FEP Sga).

Similar loss functions are used to train the encoders, but in addition we use
DSC++ [36] to make the segmentation mask match the original one. We also
add a loss function for inpaint. First of all, we will need new masks:

Hsource = (BiSeNet([source) = hair), (50)
Hpjena = (BiSeNet(Ipjend) = hair), (51)
Miarget = Hsource - Hblend; (52)
Minpaint = Miarget - Hplend- (53)

The inpaint is quite sensitive to the boundaries of the mask on which it is
applied, so we use a special soft dilation that runs this mask through a convolu-
tion with a kernel consisting of ones in the shape of a circle of radius 25. After
that we raise the result to degree 1/4, which allows us to get more concentrated
values. We also create a hard mask for the Iyl guide as we don’t want to look
at the hair of this image:
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Memooth = Dﬂation(Minpaint)a (54)
Mhard = Msmooth * Hblend- (55)

The discriminator is the main contributor to inpaint, but to help ease the
load on it we guide it with £, pprps over the inpaint area using two images:
Ipiena and Iggyie. The first one is used to guide and preserve better details, while
the second image has a more correct shading.

The final loss function is as follows:

L = Xid - (Lid(Tsource - Miargets Istyle - Miarget)+
+ Lia(Lsource - Miarget, Ifinal - Mtarget)) +
+ Am_rP1Ps * (Lm_LPIPS (Lsource * Mrargets Istyle * Miarget) +
+ Lm_1P1Ps (Lsource * Mrargets Ifinal - Mrarget)) +
+ Am_Lp1ps - (Lm_LP1PS (target - Hblend; Istyle - Hblend) +
+ L Lr1ps(Ltarget - Hblend; final - Hplend)) + (56)
+ Arecon. feat * Lrecon. feat (Fstyles Final) +
+ Apsc+ - Lpsc o (BiSeNet(Iyiend), BiSeNet(Ignal)) +
+ Ainpaint * (Lm_ LIPS (Zstyle * Mhard; Iinal - Mhara) +
+ L LP1PS(Iblend * Msmooth, Ifinal - Msmootn)) +
+ Aapv - Lapv (Lanal)-

The following parameters were used for training: A\jq = O.l,Am_Lplps =
0.4, Avecon. feat = 0.01, Apsc++ = 0.1, Ajnpaint = 0.2 and Aapy = 0.2. Adam was
used for encoders optimization with learning rate 2 x 10™* and weight decay
0, and for discriminator learning rate 3 x 10~%, betas=(0.9, 0.999) and weight
decay 0. The model was trained with a batch size 16.

After we have trained the fusers, we unfreeze the F'S encoder and retrain the
whole model with the same parameters, but with half the learning rate.

The fusing architecture of S and F spaces is presented in Fig. 9.

9 Operating modes

Each module of the method has its own strict function, but not all modes of
operation require all modules.

9.1 Transferring the desired color

Thus, for the task of changing only the hair color, we do not need to run the
Alignment module, since we do not need to change the hair shape.

In this mode, our method performs in 0.52 and 0.27 seconds on V100 and
A100, respectively, while HairCLIP performs in 0.31 and 0.25 seconds. This
enables us to achieve nearly identical speed as the fastest hair transfer methods,
but still have twice the quality according to the realism metrics.
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Table 5: The task of transferring hair color and shape from the target image to the
original image. Selected 450 pairs from the FFHQ dataset by the authors of StyleGAN-
Salon. Images of method results are provided by the authors of StyleGAN-Salon, we
compute the images for CtrlHair and our method. The table shows the realism metrics
as well as the RMSE of key points of the generated face and the original face, also as
this metric is shown by the authors of StyleGAN-Salon.

Model Based FID| FIDcripl RMSE|
CtrlHair [7] Enc. 52.14 15.27 5.48
LOHO [24] Opt. 5024 1512  8.16
HairCLIPv2 [32]  Opt. 48.95 1459  5.66
StyleYourHair [16]  Opt. 52.10 12.68 7.14
Barbershop [40] Opt. 50.76  10.37 7.31
StyleGAN-Salon [15] Opt. 50.32  9.91 4.65
HairFast (ours) Enc. 47.15 8.45 4.52

9.2 Transfer of the desired shape

Similarly, for the task of transferring only the hair shape, we do not need to
run the Shape Module for the Blending Encoder, since the hair shape of the
color matches the original hair shape that can be obtained from BiSeNet in the
Embedding Module. However, the Blending Module must still be run for this
mode, even though we want to keep the original hair color. This is necessary due
to the fact that when we transfer the hair shape, the hair color from the shape
image may leak into the F space, similar to what is seen in the experiments
without mixing F spaces in the ablation Fig. 7. In addition, Blending Encoder
recovers lost details during the embedding stage, which also improves the quality.

In this mode, our method performs in 0.71 and 0.40 seconds on V100 and
A100, respectively. While in both shape and color transfer mode, the run times
were 0.78 and 0.52 seconds.

9.3 Transferring hairstyle and color from one image.

This mode as well as the previous one formally works with only 2 images, which
reduces the load on the encoders and also we do not need to re-run the Shape
Module for Blending Encoder.

Like the previous one, it performs in 0.71 and 0.40 seconds on V100 and
A100, respectively.

10 Realism after editing by StyleGAN-salon

The authors of the StyleGAN-Salon [15] method have not yet published their
code, which makes them hard to compare, but they do provide a small dataset
with an inference of many basic models, including LOHO [24], one of the first
optimization-based methods, as well as their own method. The StyleGAN-Salon



10 M. Nikolaev et al.

method itself uses optimization-based methods and also PTI, which should make
it very long. In the article itself, the authors talk about 21 minutes on a single
input pair, but the measurements were done on a different hardware.

Unlike our past metrics, these were measured on the FFHQ dataset on which
we trained our models. The authors are measured on 450 image pairs, which
together did not occur in any training from our models.

Analyzing the results Tab. 5 we see that we outperform all methods on all
presented metrics, including the new metric RMSE measured between key points
of the original face and the generated face. This metric confirms the effectiveness
of our Alignment approach, while other methods may corrupt the shape of the
original face. Also, these results confirm the effectiveness of our post-processing,
which outperforms even PTI in terms of realism.

Also see a visual comparison of our model with StyleGAN-Salon in Fig. 14.

11 Comparison with HairNet and HairNeRF

The authors of HairNet [41] and HairNeRF [3] have not published their code at
this time, nor do they provide any datasets on which to compare with them. So
instead we compare with them based on features that can be seen partially in
the Tab. 3 and also visually in the images from their paper.

11.1 Comparison with HairNet

HairNet

Fig. 10: Visual comparison of our method with HairNet [41].

By analyzing HairNet we can highlight some key points compared to our
work: (1) HairNet uses optimization based inversion and PTT for pre-processing,
which implies that it must run hundreds of times slower than our method. (2)
HairNet has worse FID than Barbershop and visually worse than StyleGAN Sa-
lon. Consequently, we should expect better performance. (3) HairNet works only
in low F'S space, so the method retains much less details than our approach. (4)
Unlike our approach, HairNet is incapable of transferring hair color independent
of hair shape.

Visual analysis with images reported in HairNet paper is shown in Figure 10.
HairNet compared to our method tend to be poor at preserving the details of
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the original image and may change the identity, also the method may be worse
at transferring hair texture and color.

Summarizing the above, we can say that HairNet is inferior to ours in many
characteristics.

11.2 Comparison with HairNeRF

Face Shape/Color Ours HairNeRF

B &
0 |

Fig. 11: Visual comparison of our method with HairNeRF [3].

Unlike most other approaches HairNeRF [3] works on StyleNeRF [6] rather
than StyleGAN, which makes it more difficult to compare features without their
code. But in their work they use optimizations including image inversion with
PTI, alignment and blending, which means they have to work hundreds of times
longer than our approach. In addition, HairNeRF cannot independently transfer
hair color or hair shape.

A visual comparison Fig. 11 shows the effectiveness of StyleNeRF for image
alignment compared to other baseline models, but still comparable to our ap-
proach. Although HairNeRF uses PTI, our method still preserves more details
of the original image and preserves the identity better.

12 Color transfer metric

In our work, we also try to find a metric for the quality of hair color transfer,
other methods have not provided anything similar before. Our attempts to find a
metric were aimed at using different hair loss functions or estimation models that
were applied on the results when transferring random color and desired color.
But no one model found a statistical difference between these results, which did
not allow us to make a conclusion about the quality of the color transfer.

But we were able to get one of the estimates that showed statistical signif-
icance between random and set experiments. To do this, we convert the color
image and the final image into HSV format, from which we take the pixels cor-
responding to the eroded hair mask for each image. After that, for each pixel
coordinate corresponding to hue, saturation and value we construct a discrete
distribution of values over 500 bins. Finally, we compute the similarity of the
resulting discrete distributions using Jensen-Shannon divergence. The average
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results for 1000 random experiments from CelebA-HQ are summarized in Table
Tab. 6.

Table 6: A color transfer metric that measures the Jensen-Shannon divergence between
the histogram of the hue, saturation and value channel distributions of the hair of
resulting image and the target hair image in HSV format. For this metric, we consider
the color and shape transfer from the target image to the source image. 1000 image
pairs from CelebA-HQ are taken.

Model H mean] S mean| V mean]
HairCLIP [31] 0.346  0.275 0.265
HairCLIPv2 [32] 0.418 0.291 0.278
CtrlHair [7] 0.349 0.249 0.236

StyleYourHair [16] 0.429 0.310 0.290
Barbershop [40] 0.405  0.266  0.249
HairFast (ours) 0.357  0.262 0.269

Unfortunately, this metric doesn’t take into account too many factors, such as
things like lighting in the images, but it still allows us to draw some conclusions.

So our method shows very good results for hue and saturation channels,
which indicates quite accurate color reproduction. This correlates with the visual
Fig. 12 and Fig. 13 comparison.

13 Visual comparison

The Fig. 12 and Fig. 13 shows the results of a visual comparison with the Barber-
shop [40], StyleYourHair [16], HairCLIPv2 [32], CtrlHair [7] and HairCLIP [31]
methods. StyleYourHair cannot transfer the desired color from a different image,
so it tried to transfer the color from the shape image. Also, for visual comparison,
we disabled StyleYourHair’s horizontal flip feature, which was enabled when we
calculated our metrics in the main part. This feature allows StyleYourHair to
check if the reflected image will have a smaller pose difference than the original
image and transfer the hairstyle from it. We disabled it in this compare to see
how their approach to image rotation works compared to ours, and because most
hairstyles are asymmetrical and often want to be transferred as they are in the
example.

Analyzing the Fig. 12 and Fig. 13 results, in addition to the speed gain,
we would like to mention the excellent quality, which in most cases outperforms
other methods. For example, our method successfully captures the desired hue in
all submitted images, while other methods fail. In addition, our method is much
better at preserving the identity of the face, its details and its surroundings.
And with all this, our method handles well the difficult cases related to pose
differences, while even StyleYourHair, which is focused on this task, does worse.



HairFastGAN 13

We also do a visual comparison with StyleGAN-Salon in the image Fig. 14.
Although their method produces PTI for each example to preserve more details
of the original image, our large encoder approach performs much better and
preserves much more details. This in particular allows us to better preserve the
identity of the face and attributes such as glasses. This is also confirmed by the
Tab. 5 metrics. In addition, StyleGAN-Salon’s 3D image rotation approach with
hair shape sometimes creates artifacts on the hair, and also sometimes changes
long hair to short hair because of this.

Face Shape Color HairFast (ours) Barbershop CtrlHair HairCLIP
W - . "

Fig. 12: The first part of a visual comparison of the performance of the methods. All
methods transfer hair shape and color from given images, except StyleYourHair, which
due to its limitations transfers both shape and color only from Shape images.
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HairFast (ours) Barbershop StyleYourHair HairCLIPv2 CtrlHair HairCLIP

o

&1 80

Fig. 13: The second part of a visual comparison of the performance of the methods.
All methods transfer hair shape and color from given images, except StyleYourHair,
which due to its limitations transfers both shape and color only from Shape images.
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HairFast (ours) StyleGAN-Salon Barbershop StyleYourHair HairCLIPv2

) K9

‘]

Fig. 14: Visual comparison with pictures presented by the authors of StyleGAN Salon,
where we are additionally compared to their model as well as LOHO.
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