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We investigate disorder-driven transitions between trivial and topological insulator (TI) phases in
two-dimensional (2D) systems. Our study primarily focuses on the Bernevig-Hughes-Zhang (BHZ)
model with Anderson disorder, while other standard 2DTI models exhibit equivalent features. The
analysis is based on the local Chern marker (LCM), a local quantity that allows for the char-
acterization of topological transitions in finite and disordered systems. Our simulations indicate
that disorder-driven trivial to topological insulator transitions are nicely characterized by C0, the
disorder-averaged LCM near the central cell of the system. We show that C0 is characterized by a
single-parameter scaling, namely, C0(M,W,L) ≡ C0(z), with z = [Wµ −Wµ

c (M)]L, where M is the

Dirac mass, W is the disorder strength, and L is the system size, while Wc(M) ∝
√
M and µ ≈ 2

stand for the critical disorder strength and the critical exponent, respectively. Our numerical results
are in agreement with a theoretical prediction based on a first-order Born approximation analysis.
These observations lead us to speculate that the universal scaling function we have found is rather
general for amorphous and disorder-driven topological phase transitions.

Introduction.– Topological insulators are a fascinating
new class of materials characterized by unique electronic
properties [1–3]. Notable among their attributes is the
appearance of symmetry-protected spin-polarized edge
(or surface) states that contrast with the insulating bulk
region [4, 5]. These materials find diverse applications in
spintronics, encompassing spin-to-charge conversion de-
vices [6], memory read-out, and field-effect transistors in
quantum computing [7], and they demonstrate promis-
ing potential in preparing electrodes for photodetectors
[8] and other applications [9–11].

Since the unique features of such materials manifest
only in their topological phase, there is great interest in
a deeper understanding of their robustness. The theory
predicts that smooth deformations of the system’s band
structure do not change its topological properties, pro-
vided the topological gap does not close [1, 2]. In pristine
systems, topological invariants [4, 12] have been used to
characterize the topological phase and to study the triv-
ial to topological transitions caused by magnetic fields
[13], electric fields [14], mechanical strain [15], temper-
ature variations [16], doping, and interactions [17]. The
understanding of disordered systems is less clear since the
standard topological invariants rely on translation sym-
metry.

A systematic study of topological phase transitions
[18] has put forward a scaling procedure for inversion-
symmetric topological insulators, successfully identifying
critical and fixed points under scaling of the curvature
function. Similar results have been obtained for other
topological systems, such as in static and periodically
driven Kitaev chains [19] and in higher-order band cross-
ings [20]. Topological phase transitions have also been
studied using the local Chern marker (LCM) as a func-
tion of a mass parameter in the Haldane model [21].

Figure 1. (a,b) Band structure of the BHZ Hamiltonian for
a pristine ribbon of width Ly = 600 nm with (a) M = 2 meV,
and (b) M = −2 meV. (c) Conductance G averaged over
N = 100 disorder realizations, as a function of the Fermi
energy εF and the disorder strength W . The yellow region
highlights the G = G0 quantized plateau corresponding to the
TAI phase. (d)-(f) Current density (black lines and arrows)
and spin polarization density (color coded with spin up in red,
and spin down in blue) for a single-disorder realization with
Lx = Ly = 100 nm and (d) W = 180 meV, (e) W = 400 meV,
and (f) W = 897 meV.
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Of particular interest are disorder-driven, such as the
topological Anderson insulators (TAI) [22, 23], and amor-
phous [24–27] topological systems, where one has to rely
on local topological invariants, such as the LCM [28–
30]. Recent studies have extended the two-dimensional
LCM put forward by Bianco-Resta [29] to odd dimensions
[31], defined a local Chern marker for periodic systems
[32] and finite temperatures [33], and established condi-
tions for their robustness against disorder [34], opening
new paths for future investigations. Various studies have
identified TAI systems, including disordered HgTe quan-
tum wells [35–38], Haldane models and Kane-Mele sys-
tems [39, 40], bilayer crystals [41], three-dimensional sys-
tems [42], four-dimensional artificial lattices [43], higher-
order TAI in Sierpiński lattices [44], half-filled Haldane
models with extended Hubbard interactions [45], the Hal-
dane model with binary disorder [46], and others [47, 48],
where nontrivial phases arise in areas of the phase dia-
gram where the clean limit is topologically trivial. The
disordered topological phase can also be classified by in-
vestigating how the conductance approaches the quan-
tization plateau [49, 50]. Experimental realizations in-
clude heterostructures [51] and disordered atomic wires
[52], among others [53, 54]. However, a study of scal-
ing and critical exponents in disorder-driven topological
phase transitions is still lacking.

In this Letter, we introduce the disorder-averaged local
Chern marker at the center of the system C0 to charac-
terize trivial to topological phase transitions driven by
the disorder. For finite-size systems, C0 varies smoothly
as a function of the disorder strength W , as defined
by the Anderson disorder model, allowing for a scale
invariance investigation with the system size L. Our
findings are based on the study of three seminal mod-
els for two-dimensional (2D) topological insulators (TIs),
namely, the Bernevig-Hughes-Zhang (BHZ) [55], Haldane
[56], and Kane-Mele [57] models. Here we focus on the
BHZ model, while in order to avoid unnecessary repeti-
tions, equivalent results for the Haldane and Kane-Mele
models are shown in the Supplemental Materials [58].
In all cases, our simulations indicate that C0 scales as
C0(W,L) ≡ C0(z), with z = (Wµ−Wµ

c )L, whereWc is the
critical disorder strength and µ ≈ 2 is the critical expo-
nent in the trivial to TAI phase transition. These results
are further supported by a theory based on the scaling
analysis of first-order Born approximation (1BA) results.
These observations lead us to speculate that our find-
ings are universal for disorder-driven topological phase
transitions.

Model and methods.– The BHZ Hamiltonian [55] is one
of the standard models to describe 2D TIs in the AII sym-
metry class of the Altland-Zirnbauer tenfold way classi-
fication [59, 60]. Considering only the majority spin-up
block, the BHZ Hamiltonian reads as

H = C −Dk2 +Ak · σ + (M −Bk2)σz, (1)

where k = (kx, ky) is the quasimomentum, and σ =
(σx, σy, σz) are the Pauli matrices acting on the E1/H1

space of subbands of HgTe quantum wells [55]. As stan-
dard, we use A = 365 meV nm, B = 686 meV nm2,
and the mass term M = 2 meV, unless otherwise speci-
fied. For simplicity, we choose to set C = D = 0 to keep
the energy spectrum particle-hole symmetric, and to al-
low for a direct comparison with the Haldane [56] and
Kane-Mele [57] models (see Supplemental Material [58]
for details). For the numerical calculations, k = −i∇
is discretized into the square lattice with lattice param-
eter a = 3 nm, defining finite systems of variable sizes
Lx×Ly. The Anderson disorder is introduced as uncorre-
lated random onsite energies uniformly distributed in the
range [−W/2,W/2]. We compute the Landauer conduc-
tance G and the current densities by standard methods
[61, 62], considering this region coupled to semi-infinite
pristine leads of width Ly.
Figures 1(a) and 1(b) show the band structure of

the BHZ Hamiltonian in a ribbon geometry of width
Ly = 600 nm and periodic along x for M = +2 meV and
M = −2 meV, respectively. In both cases, we consider
pristine systems (W = 0) to emphasize that, in the triv-
ial insulator case, there is a band gap of ≈ 2M = 4 meV,
while in the nontrivial regime (M < 0) the gap is filled
with topologically protected helical edge states, which are
responsible for a quantized conductance of G0 = e2/h.
As shown in Ref. [23], and revised in the Supplemen-
tal Materials [58], within the 1BA the Anderson disorder
(W ̸= 0) renormalizes the mass term as

M → M̃ ≈M − α(M)W 2. (2)

This important result reveals that disorder can drive the
system from a trivial regime (M = 2 meV,W = 0) into a

TAI regime with an effective mass of M̃ < 0. Figure 1(c)
shows the conductance G for the disordered BHZ model
as a function of the Fermi energy εF and the disorder
intensity W . The large parameter space region of the
quantized conductance G = G0 (in yellow) characterizes
a TAI phase. Figures 1(d) and 1(e) illustrate the current
and spin densities for a smaller system (L = 100 nm)
for different disorder intensities and εF = 0. For small
W , as shown in Fig. 1(d), the system is already near
a TAI phase and the current and spin densities show a
tendency to form helical edge states. Figure 1(e) shows
that as the disorder strength W is increased, the system
reaches the TAI phase and the helical edge states become
well-defined. For even larger W values, comparable with
the bandwidth, the topological protection is destroyed
and the states become localized, as shown by Fig. 1(f),
indicating the onset of Anderson localization.
Local Chern marker.– As discussed in Ref. [22], in

the trivial regime the conductance is dominated by bulk
transport, and the scaled conductance σ = GLx/Ly de-
cays with W as a universal function, independent of the
ribbon width Ly. In contrast, at the TAI phase, G = G0

forms a quantized plateau [see Fig. 1(c)]. Therefore, in-
stead of using G, we find it convenient to use local mark-
ers to investigate the normal-TAI transition, its scale in-
variance properties, and critical exponents. As shown in
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Ref. [29], the local Chern marker can be written as [63]

C(R) =
4π

Ac
Im

∑

β

∫

R

d2r ⟨r, β| Û P̂ x̂P̂ ŷP̂ |r, β⟩ , (3)

where Û is defined below, the integral is taken over a
unit cell of area Ac centered at R, the sum runs over the
states β that define the basis for the model Hamiltonian
(e.g., E1/H1 orbitals for the BHZ model), x̂ and ŷ are the

position operators, and P̂ is the projector over occupied
states, defined as

P̂ =

ϵℓ<εF∑

ℓ

|ψℓ⟩⟨ψℓ| . (4)

Here ϵℓ and |ψℓ⟩ are the eigenenergies and eigenstates
of the Hamiltonian H for a finite, nonperiodic system,
and the Fermi energy is set to εF = 0 hereafter. It
has been shown that C(R) recovers the quantized bulk
Chern number C as one restores the lattice periodicity
for clean systems [31], while for finite systems C(R) ≈ C
for R ≈ 0, near the center of the sample [21, 29]. For
the BHZ model, defined by Eq. (1), and for the Haldane

model [58], we consider Û = 1. On the other hand, for

the spinful Kane-Mele model [58], we set Û = σz (Pauli
matrix in spin space), such that C(R) represents a local
spin-Chern number [64]. In this case, for a finite Rashba
coupling, discussed in Ref. [58], the spin-Chern number
is not quantized, but it remains a reliable witness for
nontrivial topology, as shown in Refs. [65–67].

In the presence of Anderson disorder, the local marker
C(R) acquires fluctuations. Consequently, the analysis of
the LCM requires a statistical approach. Here, we focus
on the average C(R), which can be taken over disorder
realizations and/or spatial averages. For large systems,
this can be an intensive numerical task. Therefore, we
have implemented two approaches. First, to calculate full
C(R) maps as a function ofR for a single-disorder sample
(e.g., in Fig. 2), we use a brute force approach, where the
finite-size system is fully diagonalized, H |ψℓ⟩ = ϵℓ |ψℓ⟩,
such that the operators P̂ , x̂, and ŷ can be explicitly
calculated to yield C(R) from Eq. (3). In the second ap-
proach, we define the disorder-averaged local marker C0
as the average of C(R = 0) over many disorder realiza-
tions, namely, C0 ≡ ⟨C(R = 0)⟩. We compute C0 employ-
ing the efficient implementation developed in Ref. [68]
based on the kernel polynomial method (KPM) [69]. The

KPM allows us to estimate P̂ |φ⟩ for an arbitrary state
|φ⟩ in terms of an efficient expansion of Chebyshev poly-
nomials (details about the KPM implementation are pre-
sented in Ref. [58]).

Figure 2 shows C(R) as a function of R = (X,Y )
for a single-disorder realization for increasing disorder
strengths W . Figure 2(a) corresponds to a small W for
which the system is in the trivial regime, which is char-
acterized by a small LCM near the sample center, that
is, C(R ≈ 0) ≈ 0. Figure 2(b) considers a moderate dis-
order intensity W , yielding C(R ≈ 0) ≈ 0.7 and thus
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Figure 2. Local Chern marker C(R) for a representative
single-disorder realization as a function of R = (X,Y ) for
a system of size Lx = Ly = 100 nm, M = +2 meV, and
disorder strengths (a) W = 25 meV, (b) W = 180 meV, (c)
W = 400 meV, and (d) W = 897 meV. Panels (b) to (d) cor-
respond to the current and spin densities shown in Figs. 1(e)
and 1(f).

approaching a TAI regime, which is fully achieved for
larger W , as shown in Fig. 2(c), where C(R ≈ 0) ≈ 1.0.
Notice that Figs. 2(b) and 2(c) correspond to the same
values of W of Figs. 1(d) and 1(e). Interestingly, up to
Fig. 2(c) or Fig. 1(e), we find that the Anderson disorder
has driven the system into a TAI phase, but there are
no clear signs of Anderson localization, since the maps
are overall smooth, apart from small fluctuations that
cause some blurriness. However, for even larger W [see
Fig. 2(d) or Fig. 1(f)], Anderson localization emerges as
strong fluctuations over the full map C(R). In all cases,
we see that C(R) takes negative values at the edges,
which fulfills the constraint

∑
R C(R) = 0 [29]. Indeed,

this is an undesirable consequence of the approximations
that take place in the derivation of the local marker [63],
which, for now, we leave as an issue to be discussed in
future works.

Phase transition and scaling.– Figure 3 shows the
disorder-averaged local Chern marker C0 as a function
of W for different system sizes in a square geometry,
Lx = Ly ≡ L, and a fixed M = +2 meV. As W in-
creases, all cases first display a transition from a trivial
regime with C0 ≈ 0.1 to a nontrivial regime characterized
by C0 ≈ 1. For very large values of W , exceeding the
bandwidth (Emax ∼ |B|k2max = 8|B|/a2 ≈ 610 meV for
a = 3 nm) of the pristine BHZ Hamiltonian, C0 collapses
back to C0 → 0. This is the transition seen from Fig. 2(c)
to Fig. 2(d), which is due to the emergence of Anderson
localization. Such behavior is not surprising, since in
such a strong-disorder regime, it hardly makes sense to
consider the system as topological. Figure 3(a) clearly
shows that the second transition, C0 = 1 → 0, does not
depend on L. In fact, the transition to a trivial Anderson
insulator is governed by an energy scale defined by the
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bandwidth [70], which is only influenced by L for very
small samples. Thus, for moderate L, both the band-
width and this transition are expected to be independent
of L. In contrast, the first transition, C0 ≈ 0.1 → 1, is L
dependent. This dependence is what we analyze next.

We obtain a single-parameter universal scaling func-
tion for the trivial-TAI phase transition by expressing C0
in terms of the parameter z, which combines the disorder
strength W and the system size L according to

C0(W,L) → C0(z), (5)

with

z =
Wµ −Wµ

c

Wµ
max

· L

Lmax
, (6)

as shown in Fig. 3(b). Here, Wc is the critical point
where the curves corresponding to systems with differ-
ent sizes L cross, and µ is the critical exponent. To
make z dimensionless, we introduce Lmax = 250 nm, the
largest simulated system size, and Wmax = 1200 meV,
the largest considered disorder strength, in the denomi-
nators of z. We find numerically that the optimal scaling
in Fig. 3(b) occurs for µ ≈ 2 and Wc ≈ 86 meV [dashed
line in Fig. 3(a)]. Next, to understand these values for µ
and Wc, we analyze the phase diagram and scaling prop-
erties of the C0 as a function of both the massM and the
disorder intensity W .

Phase diagram.– The local Chern marker can be used
to define a topological phase diagram. For the BHZ
model, we now consider C0 in terms of the mass M and
the disorder strength W , as shown in Fig. 4, for two sys-
tem sizes. In both cases the color code labels the value
of the local marker C0 calculated for 400 disorder realiza-
tions. The phase diagrams in Figs. 4(a) and 4(b) show
the following phases: trivial, TI, TAI, and Anderson lo-
calization (AL). As discussed above, the AL phase oc-
curs when the disorder strength exceeds the bandwidth
W > Emax ≈ 610 meV.

We recall that, for W = 0, the bulk Chern number
indicates that a TI phase occurs for M < 0, whereas
Figs. 4(a) and 4(b) show that the trivial to TI transition,
characterized by the local marker C0, depends upon the
finite system size L. In a pristine 2D TI, the topological
edge states’ are gapless and do not hybridize, provided
the system size L is much larger than the edge states
penetration depth ξ = A/|M |, i.e., for A/|M | ≪ L (with
M < 0 and W = 0). We extend this gapless condition

to the disordered case by making M → M̃ to obtain an

expression for the phase boundary using M̃ from 1BA in

Eq. (2). Hence, from the gapless condition A/|M̃ | ≪ L

and assuming M̃ ≤ 0, we obtain

Wgapless(M) =

√
M +A/L

α(M)
≈

√
M +A/L

α0
. (7)

Here and in what follows we use that the first Born ap-
proximation gives α(M) ≈ α0 [58]. In Figs. 4(a) and

Figure 3. (a) Disorder-averaged local Chern marker (400 dis-
order realizations and 2000 Chebyshev moments in the KPM
expansion) as a function of W for different Lx = Ly = L
showing a trivial-TAI transition, C0 → 0 to 1, followed by
the trivial Anderson localization as W becomes larger than
the bandwidth. (b) Optimal scaling of the marker showing
that all curves in panel (a) fall into a universal trend for
the trivial-TAI transition region upon the scaling W → z =
(Wµ−Wµ

c )L/Wµ
maxLmax, with µ ≈ 2 and Wc ≈ 86 meV. The

points indicated by the arrows (i) to (iv) correspond to the
C(R) color maps shown in Fig. 2(a) to 2(d), respectively.

4(b) the dashed lines mark the phase boundary given by
Wgapless(M) for an optimal α0 ≈ 1/3700 meV−1, which
matches remarkably well the phase boundary between
the trivial and topological phases (TI and TAI).

The data shown in Figs. 4(a) and 4(b) for all M and
W , and additional data for L = 150 nm (not shown),
can be combined into a single universal function that
characterizes the trivial to TAI phase transition shown
in Fig. 4(c). The scaling used in this case is a direct ex-
tension of the one presented in Eqs. (5) and (6), where
now Wc → Wc(M) depends upon M . To obtain an ex-
pression for Wc(M) and to understand the value µ ≈ 2
of the critical parameters, let us first consider the clean
regime (W = 0), to find the scaling law for the trivial to
TI phase transition as a function of M . Here, we con-
sider an argument similar to the one used in Ref. [21] for
the Haldane model, as follows. In the topological regime,
the only relevant length scales are ξ = A/|M | and L, as
introduced above. Therefore, one can expect that the
topological phase transition scaling with the system size
L should be a universal function of L/ξ ∝ML (assuming
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Figure 4. (a, b) Phase diagrams calculated using the lo-
cal Chern marker C0 as a function of the BHZ mass M
and the disorder strength W for (a) L = 50 nm and (b)
100 nm. In all cases, we consider 200 disorder realizations
and 1000 Chebyshev moments on the KPM expansion. The
dashed white line marks the phase boundary between the
trivial and topological phases (TI and TAI) obtained from

the gapless condition A/|M̃ | ≪ L. The dot-dashed line
marks the boundary where W matches the bandwidth of the
clean system, above which the Anderson localization phase
takes place. (c) All data from panels (a) and (b), and addi-
tional data for a system of L = 150 nm, fall into a universal
curve for the trivial to TAI phase transition upon the scaling
(M,W,L) → z = [Wµ −Wµ

c (M)]L/Wµ
maxLmax.

A is constant). Thus, we justify that

C0(M,L) ≡ C0(ML). (8)

Next, to extend this scaling to finiteW , we replaceM →
M̃ using the 1BA expression from Eq. (2) with α(M) ≈

α0, such that the universal function argument now reads

M̃L = (M − α0W
2)L = −α0(W

2 −W 2
c )L, (9)

where W 2
c = M/α0 is the critical point and marks the

phase boundary in the thermodynamic limit (L/ξ → ∞),

where M̃ = 0 and Wgapless = Wc. Indeed, for M =
2 meV, this expression yields Wc ≈ 86 meV, thus match-
ing the value found in Fig. 3. Moreover, apart from con-

stant factors, the expression for M̃L in Eq. (9) matches
z given by Eq. (6) with µ = 2, in agreement with the
previously numerically obtained value.

Conclusions.– We have investigated the scale invari-
ance of the local Chern marker C0 applied to TAIs. The
smooth profile of C0 throughout the phase transition al-
lows us to characterize the scale invariance and obtain
critical parameters, and universal scaling functions. Our
analysis uses the disordered BHZ model as a canonical ex-
ample of TI and TAI phases. The simplicity of the model
allows for an analytical justification of the obtained nu-
merical results. We like to stress that the disordered
Haldane [56] and Kane-Mele [57] models exhibit an iden-
tical scaling and universal behavior, as we have shown
in the Supplemental Material [58]. This observation sup-
ports the statement that our findings are quite generic.
Indeed, as long as the first-order Born approximation re-
mains sufficiently accurate, we expect that the universal
function will scale with ∼ W 2L, while deviations from
this behavior should occur only beyond the validity range
of the 1BA. We believe that our findings shed light on
an approach to investigating scaling properties of topo-
logical phase transitions for disordered and amorphous
systems.

Note added in proof. The independent study [71] has
considerable overlap with our work.
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I. SUMMARY

Here, we present the following additional numerical
and analytical materials: (II) Details on the computa-
tion of the self-energy, within the first order Born ap-
proximation, due to random impurity scattering in the
BHZ model. First, we consider an approximate analyt-
ical expression for the continuum model, and next, we
present numerical results for the BHZ model regularized
into a square lattice. (III) We show how the kernel poly-
nomial method (KPM) is used to efficiently calculate the
local Chern marker, and we discuss the convergence of
the KPM expansion. (IV) We show results for the Hal-
dane [1] and the Kane-Mele [2] models, that complement
the study of the BHZ model presented in the main text.
As referred to in the main text, the analysis of the latter
corroborates our findings. These results are presented as
additional material to avoid unnecessary repetitions.

II. IMPURITY SCATTERING SELF-ENERGY

The clean system is described by the BHZ Hamiltonian

H0 = A(kxσx + kyσy) + (M +Bk2)σz, (1)

where we have already set C = D = 0 for simplicity. A
random impurity perturbation potential V is added to
the full Hamiltonian H = H0 + V , such that the Dyson
equation reads G(k) = G0(k) + G0(k)ΣG(k). Here,
G0(k) = [εF −H0 + i0+]−1 is the bare Green’s function,
Σ = ⟨V ⟩+ ⟨V G0V ⟩+ · · · is the self-energy due to the im-
purities, the ⟨·⟩ refers to the impurity self-averaging, and

G(k) is the full Green’s function. The latter is diagonal
in k as the impurity self-averaging restores translation in-
variance [3]. Within the first-order Born approximation,
the self-energy reads

Σ1BA =
W 2

12

( a

2π

)2
∫

BZ

G0(k)d
2k, (2)

which is independent of k. The factor (a/2π)2 is the
inverse area of the Brillouin zone (BZ) related to the
square lattice with lattice parameter a. The on-site
random impurity potential Wi is uniformly distributed
within the range [−W/2,W/2], such that ⟨Wi⟩ = 0 and
⟨WiWj⟩ = 1

12W
2δi,j . Here, we are interested in the real

(Hermitian) part of Σ1BA, which leads to chemical poten-
tial and mass renormalizations. The chemical potential
renormalization can be neglected, since it only shifts the
energy reference. Hence, hereafter we consider only the
mass renormalization, that is given by

M̃ =M +ReΣz =M + α(M)W 2, (3)

with

α(M) =
1

12

( a

2π

)2
∫

BZ

1

2
Tr [σzG0(k)] d

2k. (4)

For the sake of simplicity, we take the chemical poten-
tial εF = 0. Consequently, εF lies within the gap be-
tween the BHZ bands and, hence, the self-energy should
be identically real, since its imaginary part is propor-
tional to the density of states at the chemical potential,
i.e. ImΣ1BA ∝ D(εF ) = 0.
In Ref. [4] the authors arrive at an approximate ana-

lytical expression for the renormalization parameters by
considering only the logarithmically divergent part of the
Σ1BA integral. Within this approximation, Eq. (4) leads
to α(M) ≈ (a2/48πB) ln

(
π4B2/(M2)a4

)
, for C = D =

0. However, this approximation yields unphysical diver-
gencies for |M | = εF = 0. In what follows, we show that
a careful analysis of α(M) gives a smooth and nearly
constant function of M .
To obtain an analytical expression for the mass renor-

malization defined in Eqs. (3) and (4), and its correc-
tion beyond the logarithmically divergent part, we ex-
press k = (k cos θ, k sin θ) in polar coordinates, replace
the integral over the BZ by a integral over a disk of ra-
dius kcut = π/a, assuming that the most relevant con-
tributions arise from the region near k = 0. Later we
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will contrast this approximation with a numerical inte-
gral over the full BZ. For now, we notice that our approx-
imation significantly simplifies the problem, as it yields
the θ-integral as

1

2
Tr

[
σz

∫ 2π

0

G0(k)dθ

]
=

−2π(M +Bk2)

(Ak)2 + (M +Bk2)2
. (5)

In turn, for k ≤ kcut the k-integral gives

α(M) ≈ a2

96πB
log

[
(Akcut)

2 + (M +Bk2cut)
2

M2

]
+

a2A

48πB
√
A2 + 4BM

arctanh

[
A2 + 2B(M +Bk2)

A
√
A2 + 4BM

] ∣∣∣∣∣

kcut

0

. (6)

By considering only the logarithmically divergent part
and leading order in kcut → ∞, we obtain α(M) ≈
(a2/96πB) ln

(
π4B2/(M2)a4

)
, which matches the expres-

sion for α(M) present in Ref. [4] (see above), apart
from an overall factor 1/2. While this logarithmically
divergent part diverges at M = 0, the full expression
given by Eq. (6) is well behaved at this limit and yields
limM→0 α(M) = (a2/48πB) ln[1 + (Bkcut/A)

2], which
shows that the arctanh contribution cannot be neglected
for small M .

To verify the precision of our approximate analytical
expression for α(M), we numerically integrate Eq. (4).
For that purpose, we consider the regularization of the
BHZ Hamiltonian in a square lattice of lattice parameter
a, such that the k-powers in H0 become kx → 1

a sin(kxa),

k2x → 2
a2 [1− cos(kxa)], and equivalent expressions for ky

and k2y. Hence, the BZ is defined by the square region
set by |kx| ≤ π/a and |ky| ≤ π/a.

The analytical expression given by Eq. (6), its loga-
rithmically divergent part, and the numerical integration
results are compared in Fig. 1, where we plot α/α0 as a
function of the bare mass M . Here α0 = 1/3700 meV−1

is the optimal value used in the main text. The com-
parison shows that α(M) obtained using the polar cutoff
approximation, Eq. (6), matches well the smooth behav-
ior of the numerics except for a rigid shift that is likely
due to the missing regions in polar integration of the
BZ. Furthermore, the numerical results fall close to the
constant value α0 = 1/3700 meV−1, indicating that α
depends very weekly onM . In the main text, we use this
value for the scaling analysis.

It is important to emphasize that all calculations
shown here are done for bulk systems and within the
first-order Born approximation. In contrast, the results
presented in the paper consider finite systems and nu-
merical averaging over many realizations of the random
impurity ensemble. In other words, the assumption that
α ≈ α0 (used in the main text), which is well established
by the numerics (see Fig. 1), does not account for even-
tual finite size corrections.

Log. divergent part Polar approx. Numerical, full BZ

-10 -5 0 5 10
0

1

2

3

4

M [meV]

α
/α
0

Figure 1. Comparison of α(M)/α0 as a function of the bare
mass M between the analytical approximation of Eq. (6)
(orange), its logarithmically divergent part (blue), and the
numerical integration over a square lattice (green). Here
α0 = 1/3700 meV−1 is the reference value.

III. THE KERNEL POLYNOMIAL METHOD

The KPM expansion [5] for the projector operator over
occupied states is given by

P (ε,H) = θ(ε−H) =
M∑

m=0

gmµm(ε)Tm(H̃), (7)

where Tm(H) are the Chebyshev polynomials, gm are

the Jackson kernel coefficients [5], H̃ = (H − b)/a is the
Hamiltonian H shifted by b and renormalized by a such
that the energy spectrum lies in the range [−1,+1] to
match the Chebyshev polynomial domain, and µm(ε) are
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the moments of the expansion, which read as [6]

µm(ε) =
2

1 + δm,0

∫ 1

−1

θ(ε− E)Tm(E)

π
√
1− E2

dE,

=




1− arccos(ε)

π , for m = 0,
−2 sin[m arccos(ε)]

mπ
, for m ̸= 0.

(8)

In the definition of µm(ε), the denominator π
√
1− E2 is

the weight function for the inner product of Chebyshev
polynomials of the first kind, and the prefactor before
the integral appears due to the orthogonality ⟨Tn|Tm⟩ =
1
2 (1 + δm,0)δn,m.

In practice, rather than evaluating P̂ itself, we need to
calculate the action P̂ |r⟩ on a generic state vector |v⟩.
Namely,

P (ε,H) |v⟩ =
M∑

m=0

gmµm(ε) |vm⟩ . (9)

The vectors |vm⟩ = Tm(H̃) |v⟩ can be efficiently ob-
tained via the recursion relation of Chebyshev polyno-
mials, yielding

|v0⟩ = |v⟩ , (10)

|v1⟩ = H̃ |v0⟩ , (11)

|vm⟩ = 2H̃ |vm−1⟩ − |vm−2⟩ . (12)

For the LCM, we need to compute matrix elements of
the type ⟨v| Û P̂ x̂P̂ ŷP̂ |v⟩, as shown in Eq. 3 of the main
text. This can be acomplished using the KPM recipe
above by parts as

|ϕ1⟩ = P̂ |v⟩ , (13)

|ϕ2⟩ = ŷ |ϕ1⟩ = ŷP̂ |v⟩ , (14)

|ϕ3⟩ = x̂ |ϕ1⟩ = x̂P̂ |v⟩ , (15)

|ϕ4⟩ = P̂ |ϕ3⟩ = P̂ x̂P̂ |v⟩ , (16)

where |ϕ1⟩ and |ϕ4⟩ are calculated via KPM and the
others are straightforward. These can be combined to
form ⟨v| Û P̂ x̂P̂ ŷP̂ |v⟩ = ⟨ϕ4| Û |ϕ2⟩, which assumes that

Û commutes with P̂ , x̂, and ŷ [6].

A. Convergence analysis

For all results presented in this Letter, we have rigor-
ously tested the convergence of the LCM calculated via
KPM, as explained in this section.

To illustrate the convergence analysis, we consider the
BHZ model on a flake of size L = 100 nm. In Fig. 2
we compare the LCM C0 calculated via exact diagonal-
ization (brute force) and via KPM with different number
of Chebyshev moments. Fig. 2(a) show the results for
the clean system with W = 0, while Fig. 2(b) presents

the data for W = 200 meV averaged over 400 disorder
realizations. In both cases we vary the mass M in the
same range presented in Fig. 4 of the main text. In all
cases, the data shows that the LCM for 1000 moments
is close to convergence, and from 2000 to 3000 moments
there no significant changes.

10 5 0 5 10
M [meV]

0.0

0.2

0.4

0.6

0

(a)

Exact diagonalization
1000 moments
2000 moments
3000 moments

10 5 0 5 10
M [meV]

0.2

0.4

0.6

0.8

1.0

0

(b)

Exact diagonalization
1000 moments
2000 moments
3000 moments

Figure 2. Comparison of the local Chern marker calculated
via exact diagonalization (brute force, blue line) and via the
KPM method with different number of Chebyshev moments
in the expansion. Here we consider the BHZ model with L =
100 nm, and vary the mass M for fixed (a) W = 0, and
(b) W = 200 meV. (a) For W = 0, all lines fall on top of
each other, and the discrepancy between the KPM and exact
diagonalization data is less than 1% in all cases. (b) For
W ̸= 0 the error is typically around 2 to 3% and at most
about 5% in the worst cases.

IV. RESULTS FOR OTHER MODELS

The main text analyzes the topological phase transi-
tions due to Anderson disorder in the BHZ model [7].
Here, we extend this analysis to other standard topolog-
ical insulator models, namely, the Haldane [1] and the
Kane-Mele [8] models. We find that these models show
the same scaling behavior discussed in the main text.
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A. Haldane model

The Hamiltonian of the Haldane model [1] reads as

HH = −t1
∑

⟨ij⟩
(c†i cj + h.c.)− t2

∑

⟨⟨ij⟩⟩
(eiϕijc†i cj +H.c.)

+M
∑

i∈A

c†i ci −M
∑

i∈B

c†i ci, (17)

where i and j label the sites of a honeycomb lattice, a
hexagonal lattice with a two-atom basis, labeled by A
and B. The first neighbor hopping term t1 ≡ t sets the
energy units and we take t2 = t/3 for the second neighbor
hopping. Here, we analyze the model dependence on the
mass M and the phase ϕ over the ranges |M | ≤ 2t and
0 ≤ ϕ ≤ 2π. Additionally, we consider Anderson’s onsite
disorder, such that the total Hamiltonian reads

H = HH +
∑

i

εic
†
i ci, (18)

where the onsite energies {εi} are randomly chosen from
a uniform distribution within the interval [−W/2,W/2].

The band structure for the Haldane model is illustrated
in Figs. 3(a) and 3(b), which show the non-trivial (black
lines) and trivial (red lines) energy bands for the zigzag
and armchair ribbons, respectively. Figures 3(c) and 3(d)
show the conductance G as a function of the chemical
potential εF and disorder intensity W with M = 2t and
ϕ = π/2 for zigzag and armchair ribbons, respectively.
For W = 0 the system is in a trivial regime and the
conductance vanishes in the gap around εF = 0. How-
ever, as the disorder intensity increases, a finite conduc-
tance G ≈ G0, where G0 = e2/h, emerges within the
gap region, as represented by the yellow region around
εF = 0, which is characteristic of topological Anderson
insulators. Notably, the size of this region in parame-
ter space is much smaller than the one we find for the
BHZ model calculations in the main text, owing to the
narrower bandwidth in the Haldane model.

The topological phase transition can be seen in
Fig. 3(e), which shows the local Chern marker at the
central cell of the system, averaged over 400 disorder
configurations, as a function of W for systems of vari-
ous sizes L. These curves do not reach the full plateau
C0 = 1 of the non-trivial regime, since the onset of An-
derson localization occurs at small values of W due to
the narrow bandwidth of the Haldane model. Neverthe-
less, the scaling behavior remains equivalent to that de-
scribed in the main text. Figure 3(f) shows the curves
from Fig. 3(e) renormalized through the scaling W →
(Wµ −Wµ

c )/W
µ
max · (L/Lmax), with a critical exponent

of µ ≈ 2 and critical disorder of Wc ≈ 3.05t.
Figures 3(g), 3(h), and 3(k) show a color map of the lo-

cal Chern marker over the system sites C0(r) for disorder
intensities of W = 3.23t, W = 4.24t, and W = 7.07t, re-
spectively. These disorder strengths correspond to points
(ii), (iii), and (iv) indicated in Fig. 3(f). For a small

disorder intensity, Fig. 3(g), the local Chern marker at
the center of the system is C(R) ≈ 0.5 with small fluc-
tuations, indicating a transition between the trivial and
topological regimes. In contrast, Fig. 3(h) shows that
the local Chern marker is C(R) ≈ 1 over most of the
central region, resembling a bulk topological regime. Fi-
nally, Figure 3(i) shows that strong disorder drives the
system back into the trivial regime, due to the emergence
of Anderson localization.
In Fig. 3(j), we plot the phase diagram of the pris-

tine system using the local Chern marker in the center of
the system. The topological region depicted by the local
Chern marker matches exactly the outlined region set by
the dashed curve. In contrast, for a disordered system
with disorder intensity W = 5t, the phase diagram of
Fig. 3(k) shows that the Anderson disorder extends the
topological region beyond the dashed lines.

B. Kane-Mele model

The Kane-Mele Hamiltonian [2] reads

HKM = t
∑

⟨ij⟩
c†i cj + λν

∑

i

ξic
†
i ci + iλSO

∑

⟨⟨ij⟩⟩
νijc

†
iσzcj

iλR
∑

⟨ij⟩
c†i (σ × d̂ij)zcj (19)

where i and j label the sites of a honeycomb lattice
and ⟨ij⟩ restrict the double sum to run over pairs of
the nearest-neighbors sites, whereas ⟨⟨ij⟩⟩ constraints
the sum to next-nearest neighbors sites. The operators

c†i = (c†i↑, c
†
i↓) and ci = (ci↑, ci↓)T create and annihilate

(spin-full) electrons at the site i and σ = (σx, σy, σz)
stands for the Pauli matrices acting on the spin sub-
space. The term λν , corresponds to the sublattice poten-
tial, with ξi = 1 for the A sublattice and ξi = −1 for the
B sublattice. The spin-orbit interaction is described by
the two-last terms of the Hamiltonian. The coupling con-
stants λSO and λR stand, respectively, for the intrinsic
and the Rashba spin-orbit coupling (SOC). The intrinsic
SOC has a phase determined by νij =

2√
3
(di×dj)z = ±1,

where di and dj are unit vectors along the two bonds the
electron goes through when hopping from site j to site

i. For the Rashba SOC, d̂ij = dij/dij is the unit vector
pointing from site j to i.
In the following we study HKM in the presence of An-

derson onsite disorder, namely,

H = HKM +
∑

i

εic
†
i ci , (20)

where εi is randomly chosen from a uniform distribution
within the interval [−W/2,W/2]. We express all energies
in units of the hopping term t and analyze the interplay
between λSO, λν , λR and W .
The band structure of the Kane-Mele model is de-

picted in Figs. 4(a) and 4(b), which show the non-trivial
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Figure 3. (a)-(b) Band structures for Haldane system in the trivial regime (M = 2t) in red, and non-trivial regime (M = 1.5t)
in black, for (a) zigzag and (b) armchair ribbons. (c)-(d) Conductance G, averaged over 100 disorder configurations, as
a function of the disorder intensity W and chemical potential εF for the Haldane (c) zigzag and (d) armchair ribbons of
size Lx = Ly = 25a, with ϕ = π/2 and M = 2t. (e) Local Chern marker, for ϕ = π/2 and M = 2t, as a function of
disorder intensity W , for Lx = Ly = L averaged over 400 disorder realizations and 1000 Chebyshev moments in the KPM
expansion. (f) Renormalization of the curves in (e) showing a universal superposition in the region of TAI after the scaling
zµ = (Wµ−Wµ

c )L/(Lmaxt
µ), where the denominator Lmaxt

µ is introduced to keep zµ dimensionless. (g)-(i) Spatial distribution
of the local Chern marker at all sites of the Haldane system with Lx = Ly = 25a, using M = 2t, ϕ = π/2, and different values
of W = 3.23t, W = 4.24t, and W = 7.07t respectively. (j)-(k) Topological phase diagrams drawn from the local Chern marker
(C0) as a function of the phase ϕ and mass M/t, without disorder (j) and with disorder W = 5t (k).

(black lines, with λν = 1.45t) and trivial (red lines, with
λν = 1.85t) bands for zigzag and armchair ribbons, re-
spectively. Similar to the Haldane model, the Kane-
Mele model features a narrow bandwidth compared to
the BHZ model. Consequently, the onset of the standard
Anderson localization phase occurs already at small val-
ues of W/t and limits the range of parameters where the
TAI phase can be seen.

Figures 4(c) and 4(d) show the average Landauer con-
ductance G for 100 realizations as a function of the
chemical potential εF and disorder intensity W for the
Kane-Mele model for zigzag and armchair ribbons. In
these simulations, the mass value is fixed at λν = 1.85t,
with λR = 0 and λSO = 0.3t, and the system size is

Lx = Ly = 25a. For weak disorder, W/t ≲ 1, the con-
ductance vanishes around εF = 0 due to the gap seen in
the trivial regime. As disorder intensity increases, a do-
main of quantized conductance G ≈ G0 emerges within
the gap region, corresponding to the yellow region around
εF = 0, characteristic of topological Anderson insulators.
However, the size in the parameter space of this quan-
tized conductance region is smaller than that of the BHZ
model, owing to the narrower bandwidth.

Figure 4(e) illustrates the topological phase transition
in terms of the local spin Chern marker C0, averaged over
400 disorder configurations, at the center of the system
as a function of disorder intensity W . Here, the Rashba
spin-orbit coupling is absent, λR = 0, which allows the
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Figure 4. Band structures for Kane-Mele system in the trivial regime (λν = 1.85t) in red, and non-trivial regime (λν = 1.45t)
in black, for (a) zigzag and (b) armchair ribbons, using λR = 0, λSO = 0.3t. Conductance, averaged over 100 disorder
configurations, as a function of the disorder intensity W and chemical potential εF for the Kane-Mele system of size Lx = Ly =
25a, λR = 0, λSO = 0.3t, and λν = 1.85t, for (c) zigzag and (d) armchair ribbons. (e) Local Chern marker, for λR = 0 and
λν = 0.3t, as a function of disorder intensity W and various Lx = Ly = L, averaged over 400 disorder realizations and 1000
Chebyshev moments in the KPM expansion. (f) Same curves as in panel (e) scaled according to zµ = (Wµ −Wµ

c )L/(Lmaxt
µ),

where the denominator Lmaxt
µ is introduced to keep zµ dimensionless, showing a universal behavior in the TAI region. (g)-

(i) Local Chern markers C(R) as a function of the positions of the Kane-Mele system cells with Lx = Ly = 50a for λν =
1.85t, λR = 0, and λSO = 0.3t and different values of W = 3.23t, W = 4.24t, and W = 7.07t respectively. (j)-(k) Topological
phase diagrams drawn from the local Chern marker as a function of spin-orbit coupling λSO/t and mass parameter λν/t, using
λR = 0.05t, and Lx = Ly = 15

√
3a, without disorder (j) and with disorder W = 5t (k). (l)-(m) Topological phase diagrams

drawn from the local Chern marker as a function of spin-orbit coupling λR/t, and mass parameter λν/t, using λSO = 0.3t and
Lx = Ly = 15

√
3a, without disorder (l) and with disorder W = 5t (m).

use of spin Chern number since [H,σz] = 0. In this

case, the local marker is calculated using Û = σz (see
Eq. 3 in the main text). While there is a transition to
the non-trivial phase, it does not reach the fully non-
trivial phase where C0 = 1, due to the small bandwidth of
the model which leads to the emergence of the standard
Anderson localization phase at small W . The scaling
analysis, see Fig. 4(f), gives a critical exponent µ ≈ 2,
which is consistent with the ones we obtain for the BHZ
(main text) and Haldane models (SM above).

Figures 4(g), 4(h) and 4(i) show the full color map

of the local Chern marker over the system sites C(R)
for disorder intensities of W = 3.23t, W = 4.24t, and
W = 7.07t, respectively. These intensities correspond to
the points (ii), (iii), and (iv) in Fig. 4(f). For W = 3.23t,
Fig. 4(g), the local Chern marker intensity is C(R) ≈ 0.5
with small fluctuations, that is a disorder strength do-
main corresponding to the transition between trivial and
topological regimes. In contrast, in Fig. 4(h) the local
Chern marker is C(R) ≈ 1 over almost the entire central
region, resembling a bulk topological regime. Figure 4(i)
shows that an increasing disorder strength drives the sys-



7

tem back into the trivial regime with the emergence of
Anderson localization.

Next, we use the local spin-Chern marker C0 to draw
phase diagrams for the Kane-Mele model with λR ̸= 0.
In this case [H,σz] ̸= 0 and the spin is not a good quan-
tum number. Nevertheless, as shown by Refs. [9–11], the
spin-Chern number for finite λR is quasi-quantized and
remains a reliable witness of the topological phase.

Figure 4(j), shows the phase diagram of the pristine
system using the local spin Chern marker as a function
of the mass λν/t and the spin-orbit coupling λSO. The

topological region is bounded by the dashed lines. In
contrast, in the disordered case, illustrated by Fig. 4(k),
in which W = 5t, the Anderson disorder extends the
topological region beyond the dashed line.
Similarly, we present a diagram of the local spin Chern

marker as a function of mass λν/t and λR for both the
pristine case, Fig. 4(l), and the disordered one, Fig. 4(m)
with W = 5t. The simulations indicate that in disor-
dered systems the topological parameter space region is
expanded with respect to the pristine limit, especially for
larger values of λR. This conclusion is in line with the
findings reported in Ref. [12].
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