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Reaching useful fault-tolerant quantum computation relies on successfully implementing 

quantum error correction (QEC). In QEC, quantum gates and measurements are 

performed to stabilize the computational qubits, and classical processing is used to 

convert the measurements into estimated logical Pauli frame updates or logical 

measurement results. While QEC research has concentrated on developing and 

evaluating QEC codes and decoding algorithms, specification and clarification of the 

requirements for the classical control system running QEC codes are lacking. Here, we 

elucidate the roles of the QEC control system, the necessity to implement low latency feed-

forward quantum operations, and suggest near-term benchmarks that confront the 

classical bottlenecks for QEC quantum computation. These benchmarks are based on the 

latency between a measurement and the operation that depends on it and incorporate the 

different control aspects such as quantum-classical parallelization capabilities and 

decoding throughput. Using a dynamical system analysis, we show how the QEC control 

system latency performance determines the operation regime of a QEC circuit: latency 

divergence, where quantum calculations are unfeasible, classical-controller limited 

runtime, or quantum-operation limited runtime where the classical operations do not 

delay the quantum circuit. This analysis and the proposed benchmarks aim to allow the 

evaluation and development of QEC control systems toward their realization as a main 

component in fault-tolerant quantum computation. 
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Introduction 

Quantum error correction (QEC)  [1,2] stands as the clearest path for reaching the 

exponential advantage of quantum computing and solving problems of great significance such 

as simulating complex quantum systems  [3], factorization  [4], and more. In expected QEC 

implementations, the quantum information is encoded over several physically separated qubits, 

and local parity measurements (stabilizers) which enable error detection and correction of local 

physical errors  [5]. Although adding physical qubits adds errors, increasing the number of 

qubits will reduce exponentially the logical quantum errors if the physical errors are below a 

certain QEC code-dependent threshold  [6,7], opening the path toward useful quantum 

computation.  

Apart from the requirements on the quantum hardware, the successful execution of 

QEC codes depends on the classical control system. The classical control system is responsible 

for all classical aspects of quantum computing and includes executing the quantum control and 

measurement signals, acquiring the readout signals, and performing classical processing 

operations  [8], all in a synchronized manner. In QEC, the control system is also responsible 

for mapping the local physical measurements into logical measurement results or logical Pauli 

frame updates  [5,9–11] through an algorithmic procedure called decoding  [12]. To reach 

useful quantum computation with QEC, i.e., perform fault-tolerant non-Clifford gates, the 

control unit is required to perform quantum gates that depend on the decoding output. 

Moreover, to prevent a diverging classical calculation latency, it is crucial for the control 

system to close a tight loop, with ultra-low latency, from the physical quantum measurement 

through the classical decoding procedure to a conditional feed-forward quantum 

operation  [13]. Thus, the success of fault-tolerant quantum computation depends on 

minimizing the QEC feed-forward latency.  

Here, we analyse the requirements of a control system executing QEC codes, clarify 

the need for low latency feed-forward capabilities, and propose control system benchmarks for 

its ability to run fault-tolerant quantum computation. The proposed benchmarks are based on 

two feed-forward operations representing the necessity to run stabilizer rounds in parallel to 

the decoding and feed-forward operation. As a result, additional data is generated during the 

decoding, creating a heavier computational load on the consequent decoding and feed-forward 

operations. Instead of the common approach of evaluating solely the decoder performance, we 

define the benchmarks as the time between two analogue signals to include all classical 

components, from RF quantum control to controller-decoder communication, the decoding, 

https://www.zotero.org/google-docs/?FRUJZA
https://www.zotero.org/google-docs/?FG86gi
https://www.zotero.org/google-docs/?AnEV4H
https://www.zotero.org/google-docs/?xuqaDr
https://www.zotero.org/google-docs/?x4gRa7
https://www.zotero.org/google-docs/?AQ7IBy
https://www.zotero.org/google-docs/?Ls5g80
https://www.zotero.org/google-docs/?r3O9Ep
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and parallelization of the above. As quantum computers mature, the ability to evaluate 

holistically the control hardware with simple benchmarks is instrumental for the development 

of QECCPs (Quantum error correction control processor) toward the realization of quantum 

advantage.  

Recent years have witnessed significant scientific and engineering advancements in the 

realm of Quantum Control Processor (QCP) designs and quantum-classical processing 

capabilities  [8,14,15], enabling the realization QECCPs. State-of-the-art QCPs support real-

time control operations such as conditional pulses  [16–19], real-time control flow   [20], 

parameter updates using reinforcement learning   [21,22] or model-based optimizations   [23], 

as well as comprehensive embedded calibration and workflows  [24–27]. These capabilities 

have been instrumental in optimizing quantum fidelities, which, among other groundbreaking 

quantum research, enabled variational quantum computation  [28], extending the qubit 

lifetimes  [16,21], flagged-syndrome-based fault-tolerant quantum circuits  [20], and reaching 

the error-threshold point for QEC surface codes  [11]. We explain below that for scalable QEC 

computation for practical applications, the QECCP must encompass all the mentioned QCP 

capabilities, in addition to enhanced classical calculations, including the execution of error 

decoding algorithms within s timeframes.  

Our manuscript is structured as follows. In Section II we give an example of the 

required tasks of the QECCP based on the well-known surface code. Section III is devoted to 

explaining in detail why the QEC feed-forward latency will determine the logical clock cycle 

and whether executing QEC quantum calculations is possible. In section IV, we suggest two 

benchmarks, which are defined by pseudocode and exemplified by simple logical operations. 

Finally, in section V we add a discussion about additional possible benchmarks and the long-

term requirements of a QECCP once quantum hardware is scaled. 

 

II. The QECCP required operations, exemplified with a surface code  

Among the different possible QEC codes that can be used to benchmark and evaluate 

the QECCP, the surface code [9,29–31] stands out because of its high error threshold of ~1%, 

orders of magnitude higher than other codes, and clear physical implementation (requires 

nearest-neighbour connectivity). Due to these qualities, many significant aspects of the surface 

code have been developed in detail, including fault-tolerant computation techniques [32–35], 

high-fidelity magic state preparation [36–38], decoding algorithms [39–46], simulation 

https://www.zotero.org/google-docs/?pWtOQ5
https://www.zotero.org/google-docs/?TReVVA
https://www.zotero.org/google-docs/?CFILOO
https://www.zotero.org/google-docs/?1Rm0zX
https://www.zotero.org/google-docs/?D6kU5X
https://www.zotero.org/google-docs/?UsMfSr
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tools  [47], distillation schemes  [30,48–50], and scaling suggestions  [30,35]. The clear path 

to implement fault-tolerant quantum computing with surface codes motivates us to define the 

QECCP requirements with the surface codes as a representative example, though the QECCP 

quantum and classical operations, as well as the benchmarks below, are relevant to any 

stabilizer code.  

In brief, the surface code implements each logical qubit with a set of parity checks that 

can be tiled onto a square lattice. In the qubit-efficient rotated surface implementation, the 

quantum information of a single qubit (logical qubit) is encoded in a single surface with 𝑑2 

physical qubits called data qubits (black circles in Fig. 1a), where 𝑑 is the distance of the QEC 

code. In addition to the data qubits, the logical qubit requires 𝑑2 − 1 ancillary physical qubits 

(green and red circles in Fig. 1a), which perform local parity checks (called a stabilizer) of their 

nearest-neighbour data qubits. The stabilizers are the heart of any stabilizer-based QEC code: 

the set of stabilizer operators defines the Hilbert subspace of the logical qubit, called the code 

space [5]. The stabilizer measurements collapse the quantum state into the code space up to a 

local Pauli error which is detected according to the measurement outcome (called a syndrome). 

The desired quantum information is encoded by initialization of the data qubits followed by a 

measurement of all stabilizers (stabilizer round, Fig. 1b), while the quantum information is 

stored when repeating the stabilizer measurements and keeping track of the syndrome 

measurement results, in a process called decoding.  

 

Figure 1: Example of a distance-3 surface code performing a non-Clifford gate. (a) A 

logical qubit in the surface code, implemented with 𝑑2 data qubits (black) and 𝑑2 − 1 ancilla 

qubits (red and green) which are used for the stabilizer measurements. (b) The physical 

quantum circuit in an 8-step stabilizer measurement round for the X (top) and Z (bottom) 

https://www.zotero.org/google-docs/?7MWJaq
https://www.zotero.org/google-docs/?QC6DFC
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stabilizers. The controller is required to perform parallel multi-qubit operations in each step 

(some operations are shown in (a)), for example, measure all ancillary qubits of the surface in 

parallel in the final step. (c) The physical implementation of a non-Clifford gate with surface 

codes. Initialization of the data qubits of an ancillary surface to implement a magic state (top), 

a lattice surgery between the ancillary surface and a computational qubit (middle) where the 

two surfaces are converted to one elongated surface (which ends by measuring the surgery data 

qubits), and a measurement of the data qubits of the ancillary surface (bottom). We note that 

these operations are separated by stabilizer rounds. (d) The logical circuit that describes the 

operations in (c), performing a non-Clifford gate. The executed gate is determined by the 

logical measurement results. Feed-forward in the form of a lattice surgery with a Pauli state is 

required for executing the planned logical gate. (e) The quantum logic that the QECCP is 

required to execute.  

The fault-tolerant non-Clifford gates with surface codes are done in a measurement-

based quantum computation fashion. Such quantum computation can be done by preparing an 

ancillary qubit in a magic state, entangle it with the computational qubits, measure the ancillary 

qubit, and apply feed-forward according to the measurement result [51]. The feed-forward is 

required to apply a specific non-Clifford gate of choice.  To execute this procedure with surface 

codes, the quantum logic that the classical controller should perform includes (Fig. 1e and 

examples in Fig. 1c-d): 

1. Logical qubit initialization: encoding within the data qubits a specific logical state (for 

example in the magic state |𝑇⟩𝐿 = |0⟩𝐿 + 𝑒𝑖𝜋/4|1⟩𝐿   [36–38,52]). 

2. Lattice surgery: combining two or more surfaces into one elongated surface. The 

measurement of ancillary qubits that are located between two (or more) 

surfaces  [32,53] performs a logical multi-qubit Pauli measurement (for example, 𝑀𝑋𝑋 

or 𝑀𝑍𝑍) which reduces the Hilbert space by a degree of freedom. 

3. Single logical qubit measurement: measurement of the surface’s data qubits in the 𝑋 or 

𝑍 basis.  

4. Feed-forward logical operations: based on the QEC decoding, a real-time logical circuit 

modification (which include the logic operations in 1-3) is needed to implement the 

desired non-Clifford logical operation.  

In the example shown in Fig. 1d, to perform a  𝑇 = 𝑑𝑖𝑎𝑔(1, 𝑒𝑖𝜋/4) gate at the logical 

level, the feed-forward logical gate get the form of a logical 𝑆 = 𝑑𝑖𝑎𝑔(1, 𝑖) gate  which is 

performed by a lattice surgery with a surface in a Pauli state that is conditioned to the first 

lattice surgery result. Since this correction cannot propagate through a non-Clifford gate (as we 

explain in SM section S1), a useful quantum circuit which is formed by a set of non-Clifford 

gates (each is executed through a procedure similar to Fig. 1d) will be delayed until the feed-

forward is applied. 

https://www.zotero.org/google-docs/?7vFwhu
https://www.zotero.org/google-docs/?Mpfry0
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The feed-forward gate will depend on the QEC decoding outcome. The decoding unit 

(decoder) processes all measurements that were acquired up to a certain point and converts this 

data into a logical Pauli frame flip (𝐼,𝑋,𝑌,or 𝑍) of each logical qubit and determines logical 

measurement results (single-qubit measurements and lattice surgeries). The logical Pauli frame 

corrections will not necessarily lead to any additional physical gates (that can introduce 

additional errors and delay the circuit) since the Pauli corrections can propagate in software to 

the consequent logical measurement [29]. However, since a feed-forward operation is inherent 

to the non-Clifford gate implementation, a full QECCP is required to support a hardware-

efficient and accurate decoder with low-latency for the logical feed-forward.   

The final part of the QECCP will be the orchestration between all operations above. 

We present in Fig. 2 a possible architecture and data flow of the QECCP. Once a quantum 

logical gate-level program is defined, and before its execution (offline), the QECCP translates 

the logical level circuit to surface operations [54] and then to a pulse-level program that 

includes an optimized pulse sequence, classical decision-making, and conditional gates. This 

program is then loaded into the quantum processing unit (QPU) controller. Additionally, the 

decoder receives the expected data transfer, communication protocol with the QPU controller, 

the decoding algorithm, and the decoding parameters, e.g., the matching graph dimensions that 

can be static or dynamic. Then, the circuit execution starts (runtime). The physical quantum 

measurement results (ancillary and data-qubit measurements) are passed to a decoder that 

returns logical frames and logical measurement results to the controller and the user. The 

benchmarks below attempt to verify the capability of a QECCP to execute all of the above 

while evaluating the feed-forward latency. 

 

Figure 2. QECCP architecture and dataflow. Offline, the logical gate-level circuit is 

defined, from which the physical pulse sequence and decoding operations are derived (e.g., a 

matching graph). During runtime, the physical circuit is executed with syndrome flow from the 

https://www.zotero.org/google-docs/?iTfWL6
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controller to the decoder while the decoding results in the form of logical measurement results 

and logical frames are returned to the QPU controller and sent to the user. 

III. Feed-forward latency requirements  

One of the greatest challenges in performing QEC is reaching low feed-forward 

latencies, that is, a short time from the physical execution of a logical measurement until the 

controller plays a conditional pulse which depends on the logical measurement outcome. The 

necessity for feed-forward arises from the requirement to perform non-Clifford gates to reach 

quantum advantage (Gottesman-Knill theorem) [55]. Since some Pauli errors cannot propagate 

through non-Clifford gates without being converted into non-Clifford errors (see SI section 

S1), it is mandatory to correct the logical frame flips of the QEC code or modify the logical 

circuit before the error propagates. Therefore, the conditional feed-forward of each non-

Clifford gate must depend on the decoding result (explained in section II), where a correction 

must be applied before the consequent non-Clifford gate is fully executed. In this chapter, we 

provide a general analysis of the feed-forward latency under different classical parameters. We 

note that the analysis in this chapter can be implemented for any QEC stabilizer code that 

requires feed-forward to execute fault-tolerant quantum computation.    

To exemplify the effect of a delayed feed-forward, we consider a fault-tolerant QEC 

circuit of two consecutive non-commuting non-Clifford gates (Fig. 3a) with limited quantum 

resources of a single ancillary surface. In the logical circuit level (Fig. 3b), the execution of the 

circuit uses the ancillary logical qubit (surface) to implement the non-Clifford gates and their 

conditional corrections in a fault-tolerant manner. The physical implementation of the circuit 

is illustrated in a two-dimensional (space-time) view in Fig. 3c. Since the correction of each 

non-Clifford gate depends on a different decoding result, the physical measurements in space 

and time should be divided to different decoding tasks (each decoding tasks is represented by 

a different colour in Fig. 3c). Although most available decoders do not support the ability to 

divide the syndromes into different decoding tasks (with joint boundaries), without it, it is not 

possible to implement sequential non-Clifford gates. Specifically, the output of the decoding 

tasks that include lattice surgery between the computational surface and a magic state will 

cause a conditional modification to the quantum circuit. In this example, the outcome of the 

first decoding task (yellow in Fig. 3c) will determine the initialization state of the ancillary 

surface, either |𝑖⟩ = |0⟩ + 𝑖|1⟩ to perform the S gate correction or |𝑋
1

4⟩ = |+⟩ + 𝑒𝑖𝜋/4|−⟩ to 

start the next non-Clifford gate.  

https://www.zotero.org/google-docs/?tnF4iQ
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Figure 3. Example of non-Clifford computation with surface codes. (a) An example of a 

logical circuit containing two non-Clifford gates. (b) The fault-tolerant logical circuit that 

implements the circuit in (a) with surface codes with only a single ancillary surface. The dashed 

square denotes the feed-forward conditional logical gates that verify that the planned circuit is 

executed. (c) The space-time view of the circuit in (b) with surface codes. Each colour denotes 

a separate decoding task, chosen to end each task with a logical measurement. The decoding 

outcome of the lattice surgery between a magic state surface and the computation surface 

determines a feed-forward circuit, which delays the circuit by if the feed-forward latency (𝐿) 

is larger than a threshold latency 𝐿𝑡ℎ. We note that the boundary conditions between decoding 

tasks are necessary to match (red lines) syndromes (red Xs) between tasks. An implementation 

of a similar logical circuit with additional ancillary surfaces using the autocorrected 𝜋/8 

technique  [30], which can reduce the logical clock time while increasing 𝐿𝑡ℎ, is shown in Figs. 

S1 and S2. 

  

Fig. 3c also presents examples where extended feed-forward latencies (𝐿(0) and 𝐿(1)) 

delay the logical clock (𝛿(0) and 𝛿(1)respectively). However, not all values of feed-forward 

latencies will necessarily delay the logical gate execution since several stabilizer rounds prior 

to a logical measurement are needed to overcome the measurement errors. That is, the feed-

forward to the system cannot be applied immediately for correcting the quantum state (as 

in  [16,20,21,56]). The number of stabilizer rounds before the logical measurement (𝑟𝑚) defines 

a threshold latency 𝐿𝑡ℎ  = 𝑇𝑠𝑟𝑚 (with 𝑇𝑠 being the stabilizer cycle time). If the controller is 

ready to apply the feed-forward before 𝐿𝑡ℎ, then the classical controller will wait for the 

ancillary surface to be measured before it can be initialized again. This regime is quantum-

operation limited where the classical hardware does not delay the circuit and the logical clock 

cycle is completely determined by quantum operations. Once the feed-forward latency (in some 

decoding task 𝑛) is larger than the threshold latency 𝐿(𝑛) > 𝐿𝑡ℎ, the classical control delays the 

circuit, causing one of the following options: (i) the steady-state feed-forward latency (𝐿𝑠𝑠) will 
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return to 𝐿𝑡ℎ leading to a quantum-operation limited regime, (ii) the system will reach a steady-

state feed-forward latency larger than the threshold latency 𝐿𝑠𝑠 > 𝐿𝑡ℎ  (classical-operation 

limited regime), or (iii) the feed-forward latency will continuously increase to a latency 

divergence regime lim
𝑛→∞

𝐿(𝑛) → ∞ which is infeasible for useful quantum computation. 

In order to elucidate the origins of the various behavioural patterns, we conduct a 

dynamical system analysis and introduce communication theory terminology. 𝐿(𝑛) is connected 

to the number of syndromes that the decoder is required to analyze in task n, 𝑁(𝑛), and the 

decoding latency, 𝐿𝑑𝑒𝑐(𝑁), through 𝐿(𝑛) = max(𝐿𝑡ℎ, 𝐿𝑑𝑒𝑐(𝑁(𝑛))). The system becomes 

dynamical since 𝑁(𝑛+1) depends on 𝐿(𝑛) through  𝑁(𝑛+1)(𝐿(𝑛)) = 𝑁0 + 𝜆(𝐿(𝑛) − 𝐿𝑡ℎ), where 

𝑁0 denotes the average number of syndromes when 𝐿(𝑛) = 𝐿𝑡ℎ and 𝜆 is the syndrome arrival 

rate to the decoder (in units of syndromes per second). As a result, the system has a non-linear 

connection between 𝐿(𝑛+1) and 𝐿(𝑛).  Interestingly, increasing 𝐿𝑡ℎ without increasing the 

logical clock can be done with sufficient quantum resources, for example with the auto-

corrected  𝜋/8 scheme [30] (see SI section 2 and Figs. S1,S2); however, increasing 𝐿𝑡ℎ 

artificially by additional stabilizer rounds will cause extended logical clock cycles, causing a 

larger 𝑁0 and a smaller logical-coherence times.     

In Fig. 4a, we show examples of system dynamics for a linear decoder and a varying 

complexity decoder, when plotting on the same plot 𝑁(𝐿) and 𝐿𝑑𝑒𝑐(𝑁). The system’s initial 

state, 𝐿𝑑𝑒𝑐(𝑁0), evolves (arrows) until reaching a steady-state point where the two curves 

intersect. In systems where the two plots do not intersect, the system will not reach a steady-

state and the latency will diverge so that no useful computation could be performed. This effect 

can be understood through a linear decoder model 𝐿𝑑𝑒𝑐(𝑁) = 𝜏0 + 𝑁/𝑇 where 𝑇 is the 

throughput of the decoder (in units of decoded syndromes per second) and 𝜏0 is a latency offset 

term that includes the decoder-controller communication and decoder bring-up latencies. If 

𝐿𝑑𝑒𝑐(𝑁0) > 𝐿𝑡ℎ, an intersection between the linear decoding latency 𝐿𝑑𝑒𝑐(𝑁) and 𝑁(𝐿) can be 

reached only if the ratio 𝑈 = 𝜆/𝑇 is smaller than 1. This ratio, of the arrival rate over the 

throughput has a significant meaning in communication theory, describing the utilization of the 

decoder. For a general decoding latency, the system will converge into a steady-state if 𝑈(𝑁) =

𝜆/𝑇(𝑁) < 1 for all 𝑁 where the throughput will be dependent on 𝑁 through 𝑇(𝑁) =
𝜕𝑁

𝜕𝐿𝑑𝑒𝑐
=

(
𝜕𝐿𝑑𝑒𝑐(𝑁)

𝜕𝑁
)

−1

.  Additionally, we note that the intersections between the curves can be a stable 

steady-state point or an unstable point, depending if 𝑈 < 1 or 𝑈 > 1 at the intersection point, 
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respectfully. By utilizing these plots, one can assess the system dynamics in the presence of 

significant fluctuations in latency or syndromes, employing a probabilistic methodology to 

examine the likelihood of latency divergence. In essence, these graphical representations allow 

the determination of the operational boundaries for QECCP with any quantum hardware and 

any QEC codes. 

 

Figure 4.  Simulations of the feed-forward latency, and computation regimes. (a) A 

dynamical system analysis for a general decoder, presenting the dynamics of the system using 

the curves of 𝐿𝑑𝑒𝑐(𝑁) (blue and red) to 𝑁(𝐿) (purple) from the initial state of 𝐿𝑑𝑒𝑐(𝑁0) until 

reaching a steady-state when the curves intersect. The latency can also diverge when the 

intersection does not exist or beyond an unstable steady-state point. (b-c) The steady-state feed-

forward latency for different decoding parameters (b), for a linear decoding model (𝛼 = 1, c). 

(d) The feed-forward latency ratio (FLR, d). The parameter choice can cause different 

operation regimes: Quantum operation limited (if 𝐿𝑠𝑠 = 𝐿𝑡ℎ), classical operation limited (if 

𝐿𝑡ℎ < 𝐿𝑠𝑠 < ∞), or latency divergence where the classical operation will prevent any useful 

quantum computations (𝐹𝐿𝑅(𝑛 → ∞) > 1). All simulation parameters are presented in Table 

S1, and latency plots for various values of 𝐿𝑡ℎ are presented in Fig. S3.  

 

In realistic decoders, numerical analysis shows that the decoding latency behaves as 

𝐿𝑑𝑒𝑐(𝑁) = 𝜏0 + 𝜏1𝑁𝛼 (for example, [44,45]), where 𝛼 is the complexity factor of the decoder, 

and 𝜏1 is a pre-factor so that 𝜆𝜏1 describes the linear decoder utilization (𝑈𝑙𝑖𝑛). Fig. 4b presents 

the steady-state feed-forward latency, which we calculate recursively as 𝐿(𝑛>0) = max(𝜏0 +
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𝜏1 (𝑁0 +
𝑈𝑙𝑖𝑛

𝜏1
(𝐿(𝑛−1) − 𝐿𝑡ℎ))

𝛼

, 𝐿𝑡ℎ), showing numerically how the decoder’s complexity and 

linear utilization determine the different regimes of operation.  

The different regimes of the QEC quantum calculation can be derived analytically 

under a linear decoder assumption (plotted in Fig. 4c). When the utilization is 𝑈 > 1 (red-

zone), the latency diverges so that the classical behaviour prevents any quantum calculation. 

When 𝑈 < 1, the steady-state feed-forward latency is calculated (in SI section S3) through eq. 

(S2) as 

𝐿𝑠𝑠 = 𝐿𝑡ℎ + (𝐿(𝑁0) − 𝐿𝑡ℎ )
1

1 − 𝑈
Θ(𝐿(𝑁0) − 𝐿𝑡ℎ )      (1) 

with Θ( ) being the step function. In this case, the steady-state circuit delay per logical gate due 

to the classical hardware will be (𝐿(𝑁0) − 𝐿𝑡ℎ )
1

1−𝑈
Θ(𝐿(𝑁0) − 𝐿𝑡ℎ ). If 𝐿(𝑁0) > 𝐿𝑡ℎ, the 

steady-state latency will grow with the utilization and diverge as the utilization approaches 1. 

Although this case is within the classical-control limited regime, which can potentially support 

quantum computation, the logical lifetimes of the logical qubits will limit the capability to 

execute the logical quantum circuit.  

For an unknown QECCP performance, a simple but general method to determine 

experimentally if the system will reach a divergence regime is by examining the feed-forward 

latency ratio (FLR). This factor is defined as 𝐹𝐿𝑅(𝑛)=𝐿(𝑛)/𝐿(𝑛−1), denoting the ratio between 

the latencies of successive logical gates, shown in Fig. 4d. If the FLR converges to a value 

larger than one then the latency diverges, but if the FLR converges to 1 the QECCP can 

potentially support quantum calculations in either the quantum or classical control limited 

regime, even if with a large logical clock cycle.  

 

IV. QECCP benchmarks: feed-forward latency and latency ratio 

After recognizing the pivotal influence of classical control and computational 

performance on fault-tolerant QEC computations, we propose two benchmarks aimed at 

evaluating the QECCP capability to support such computations in the near and medium term. 

These benchmarks focus on Latency benchmarking. Specifically, the duration it takes from a 

set of measurements that implement a logical measurement until a conditional set of feed-

forward operations is performed to implement a logical feed-forward on a logical qubit, based 
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on the error decoding of a logical observable. Each latency benchmark below relates to two 

decoding tasks that encompass in a single parameter three key aspects: (i) the feed-forward 

latency from the last input of measurement signals to the controller until the first conditional 

output signal from the controller; (ii) the capacity to simultaneously execute quantum 

operations alongside the decoding process; and (iii) the decoding time of syndromes which 

were created during previous decoding tasks (i.e., the decoding throughput). The experiments 

that define the benchmarks below can be extended beyond two decoding tasks to check the 

operation regime of the classical hardware. 

To create well-defined and rigorous benchmarks, we focus on a specific representative 

configuration: a QEC rotated surface code of distance-5 and distance-11 with a stabilizer round 

cycle time of 1μs, a union-find decoding algorithm  [40], physical error rates of 0.5% (two-

qubit depolarization and single-qubit measurement), and a logical circuit that is uniquely 

defined in each of the two benchmarks below. We require that each physical measurement will 

be initiated by randomly generated RF pulses according to the error model so that the 

benchmark will include the signal processing involved in typical superconducting transmon 

state estimation (demodulation, integration, and threshold-based discrimination). The 

benchmarks can then be evaluated using the control system only, without a connection to 

quantum hardware. This representative use case pushes the classical hardware to the limit since 

superconducting qubits have the fastest clock cycle today, orders of magnitude faster than the 

readout time of other implementations (such as atoms, ions, and semiconductor defect spins). 

We believe that these benchmarks are relevant even for the slower implementations, as we 

expect gate times to drop as the field progresses. Finally, we define a specific decoding 

algorithm, which we chose as a representative of the widely-used minimum-weight-perfect-

matching variants. It is important to predefine a decoding algorithm for the benchmarks so that 

different controllers would perform a similar classical calculation, i.e., will generate the same 

output given a similar input.  

Near-term benchmark: Two Intershot Feed-forward Latency (TIFL) 

 The first benchmark is based on a toy use case in which the quantum resources are 

limited to a single logical qubit to check the QECCP capabilities for running real-time single-

surface experiments that require real-time decoding. The logical circuit implemented in the 

benchmark is shown in Fig. 5a. The controller initializes the surface (data qubits) in the |0⟩ 

state, performs 10 stabilizer rounds, and then measures the data qubits. The benchmark clock 
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starts once the last sample of the last data qubit measurement signal is sampled by the controller 

(as the measurement timestamp in [8]). The controller then performs the surface initialization 

again for the next shot followed by execution of stabilizer rounds in a repeat-until-success 

fashion until the decoding of the first shot is done. Then, the controller applies the appropriate 

conditional feedback based on the decoded frame and measures the surface again. We measure 

latency of the first decoding task, denoted by 𝐿0, as the time from the start of the benchmark 

clock until the first sample of the conditional pulse is played from the controller (as the 

conditional pulse timestamp in [8]).  

 

Figure 5. The Two Intershot Feed-forward Latency (TIFL) benchmark. (a) Logical circuit 

for measuring the TIFL benchmark. The double line represents a conditional gate, and the red 

double arrow represents the experimental feed-forward latency of two shots, and the TIFL 

benchmark. The stabilizer rounds are not shown as they represent a logical identity. (b) Surface 

view of the TIFL benchmark, where the data for the first decoding task (yellow) is 

predetermined in the benchmark as 10 stabilizer rounds, while the number of stabilizer rounds 

in the second decoding task (orange) is determined by the first decoding latency (𝐿0). 

To further verify the scalability of the classical hardware, we do not stop the benchmark 

once the first feed-forward latency is measured (related to the decoding of 10 stabilizer rounds). 

We set the end of the benchmark to be the moment the second feed-forward analogue pulse is 

applied. This second feed-forward has a latency of 𝐿1, related to the decoding task which 

contains an unknown number of stabilizer rounds that were measured during the first feed-

forward. Since the benchmark relates to the time between two decoding tasks within a single 

surface 49 (distance-5) or surface 241 (distance-11), we call these benchmarks Two Intershot 

Feed-forward Latency 49 or 241, or in short, the TIFL-49 or TIFL-241 benchmarks.   
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The concrete definition of the TIFL benchmark is shown in Listing 1 as a pseudocode. 

We write the variables and building block commands required to run a single-surface memory 

experiment and measure the benchmark. The pulse-level statements and macros “initialize 

surface”, “play”, “stabilizer round”, and “measure surface” include a set of predefined 

physical RF pulses and measurements that are detailed in Listing S1 and are compatible with 

the representative use case discussed above. To create the separation between the classical 

hardware that we want to benchmark and the quantum hardware (that is, to be able to 

benchmark the classical hardware without quantum hardware), we add as an input to these 

operations the predefined parameters error_probability and round_time for the stabilizer 

round that we can control classically in the analogue input to the controller. Interestingly, 

although we aim for a surface code, the pseudocode in Listing 1 can be used to benchmark any 

QEC stabilizer code. 

rounds = 10 

error_probability = 0.01  
round_time = 1E-6  
decoding_algorithm = Union_find 
send_to_decoder(algorithm=decoding_algorithm) 

 
initialize_surface(q0, state=1) 
for i in range(rounds): 

    ancilla_bits = stabilizer_round(q0, error_probability, round_time) 

    send_to_decoder(ancilla_bits, task=0) 
 
data_bits = measure_surface(q0, error_probability, timestamp->tic) 
for i in [0,1]: 
    send_to_decoder(data_bits, task=i) 
    initialize_surface(q0, state=i) 
    [logical_result, decoding_recieved] = get_decoding_result(task=i) 
    while not decoding_recieved: 
        ancilla_bits = stabilizer_round(error_probability, round_time) 

        send_to_decoder(ancilla_bits, task=i+1) 
        [logical_result, decoding_received] = get_decoding_result(task=i) 

    if logical_result: 
        play_x(q0) 
    if i == 0: 
       data_bits = measure_surface(q0, error_probability) 
    else: 
      toc = timestamp 
     
TIFL= toc - tic 
 

Listing 1: Pseudocode for measuring the intershot feed-forward latency. Green: elements 

of the configuration file. Blue: real-time classical variables. Red: pulse-level commands. 

Orange: pre-defined constants. Bright Purple: control flow statement. Cyan: controller-

decoder communication statement. Mustard: decoding algorithm. We note that the macros 

“stabilizer_round”, “initialize_surface”, and “measure_surface” are defined in Listing S1.  
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Apart from the analogue signals, we write the controller-decoder communication 

commands (dark purple) and decoding algorithm (mustard) explicitly. During the decoding, 

the controller is required to execute stabilizer rounds for an unknown number of rounds, 

described by the while loop. That is, classical data is acquired during the decoding process. 

The uncertainty in the number of rounds gives rise to additional controlling parameters. For 

example, the decoder may return an error estimation or a Boolean output that indicates that the 

decoder’s result is reliable, or alternatively, if the decoder performance variance is small, the 

user may predefine the number of stabilizer rounds after the measurement. In the pseudocode, 

we define the decoder to return two Boolean variables, one indicates the logical measurement 

result and the other indicates that the decoding was received. Stabilizer rounds are performed 

until the “decoding_recieved” variable turns to 1, and only thereafter the feed-forward is 

performed. Therefore, the benchmark definition for two decoding tasks checks aspects of the 

classical throughput, rather than only the latency. The experiment can run for further shots 

(expanding i to larger values) so that FLR(𝑛 > 1) can be calculated and checked for 

convergence to 1 or not. If not, it is clear that the QECCP is insufficient for supporting fault-

tolerant QEC with any calculation experiencing a divergent runtime.  

The TIFL benchmark simplifies the requirements compared to those needed for non-

Clifford gates, thanks to the distinct separation between decoding tasks. Such separation makes 

the TIFL benchmark executable with different decoding algorithms, which usually require 

well-defined boundaries (initialization and logical measurement). One decoding property that 

can be checked is the ability to start the decoding before the shot ends (i.e., before the data 

qubits are measured). For example, a lookup table decoder with a sliding window, as suggested 

in [42], can process syndromes and map them to physical bit-flips while the shot is still running. 

More scalable solutions that can enable low latencies include the recently suggested fusion-

blossom decoder [44] or neural-network decoders [43]. In addition, to reduce the feed-forward 

latency, the decoder can potentially include another pre-decoding process in the form of parity 

checks between rounds (a.k.a detectors  [47]) or advanced algorithms that can still run locally 

and reduce the syndromes that the decoder should analyse [57,58]. The benchmark is defined 

such that all these decoding algorithms can be checked as variants of the originally defined 

benchmark (defined with Union Find decoder) with near-term available quantum hardware to 

reach novel QEC experiments with real-time decoding.  

 

https://www.zotero.org/google-docs/?qnJWiE
https://www.zotero.org/google-docs/?8gjO7v
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Medium-term benchmark: Two Surgery Feed-forward Latency (TSFL) 

As a second benchmark, we modify the TIFL benchmark so that the logical 

measurement will be a lattice surgery rather than a single surface measurement, as shown in 

Fig. 6 and defined in Listing 2. Such surgery feed-forward latency can be implemented in the 

near future and is one of the main building blocks for performing non-Clifford gates (also in 

color codes [59]). Moreover, as we showed above, the only type of feed-forward required for 

the entire quantum circuit comes as a result of a lattice surgery operation. Again, to realize the 

decoding throughput and the classical-quantum parallelization, we define the benchmark as a 

Two Surgery Feed-forward Latency (TSFL), from the moment one lattice surgery ends (where 

we define each surgery to be 𝑑 stabilizer rounds) until the moment the second feed-forward is 

applied. To be explicit, we define the benchmark for a distance-3 or distance-5 configuration 

with a single surgery column (as in Fig. 1c), containing 41 or 111 physical qubits. 

 

Figure 6.  The Two Surgery Feed-forward Latency (TSFL) benchmark. (a) Logical circuit 

for measuring the TSFL benchmark, from the end of the first lattice surgery until the second 

feed-forward. The (circled) double line represents a (not-)conditional gate, and the red double 

arrows represent the feed-forward latencies and the TSFL benchmark. The stabilizer rounds 

are not shown since they represent a logical identity. (b) Surface view of the TSFL benchmark, 

showing that the boundary conditions of decoding task 1 will depend on decoding task 0 (as 

opposed to the TIFL benchmark). 

rounds = 10 
surgery_rounds = d 
error_probability = 0.01  
round_time = 1E-6  
decoding_algorithm = Union_find 
send_to_decoder(algorithm=decoding_algorithm) 

 
initialize_surface(q0, state=0) 
initialize_surface(q1, state=1) 
for i in range(rounds): 

    ancilla_bits = stabilizer_round(error_probability, round_time) 

    send_to_decoder(ancilla_bits, task=0) 
for i in [0,1]: 
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    initialize_surgery(q0, q1) 
    for i in range(surgery_rounds): 

        ancilla_bits = stabilizer_round(error_probability, round_time) 

        send_to_decoder(ancilla_bits, task=i) 
    surgery_data_bits = terminate_surgery((q0, q1), error_probability) 
    if i == 0: 
        tic = timestamp 
    send_to_decoder(surgery_data_bits, task=i) 
    [logical_result, decoding_recieved] = get_decoding_result(task=i) 
    while not decoding_recieved: 
        ancilla_bits = stabilizer_round(error_probability, round_time) 

        send_to_decoder(ancilla_bits, task=i+1) 
        [logical_result, decoding_received] = get_decoding_result(task=i) 
    if xor(logical_result, i): 
        play_x(q1) 
    if i == 1: 
       toc = timestamp 
 
TSFT= toc - tic 
Listing 2: Pseudocode for measuring the Two Surgery Feed-forward Latency (TSFL). 

Color coding is the same as in Listing 1, the macros initialize_surgery and terminate_surgery 

are defined in Listing S1.  

Similar to the TILF benchmark, the TSFL benchmark also includes stabilizer rounds 

until the feed-forward is applied (see Fig. 3c and Listing 2), so that the latency of the first 

decoding task will determine the amount of processing data of the second decoding 

task.  However, a significant difference between the two benchmarks comes from the fact that 

the decoding tasks are not well-separated. The second decoding task will have to remember 

part of the syndromes from the first decoding task to overcome a set of errors with syndromes 

in both tasks. This requirement significantly increases the challenge of decoding this 

benchmark, and to our knowledge, it is currently impossible with the available decoding tools. 

Hence, executing the TSFL benchmark will necessitate algorithmic development alongside 

control hardware improvements.  

V. Discussion 

Above, we have explained the central roles of the QECCP, the necessity for a low feed-

forward latency, and suggested two benchmarks for evaluating the QECCP performance. 

Although these benchmarks do not perform any useful quantum calculations, they are defined 

using representative configurations according to current state-of-the-art parameters. Moreover, 

they verify the ability of the QECCP to support future state-of-the-art QEC experiments, setting 

the stage for scaling quantum hardware. These benchmarks, the commands within the 

pseudocodes, and the operation regime analysis, are general for most other QEC stabilizer 

codes which may have a different detailed physical pulse sequence and decoding algorithms.  
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The suggested benchmarks provide a first reduction of all QECCP components into a 

few benchmarking numbers. So far, each component has been evaluated separately. For 

example, quantum error correction codes were evaluated by their error threshold under optimal 

maximum-likelihood decoder [41](e.g., the XZZX surface code [60]), while decoding 

algorithms were benchmarked through their computational time, scalability, and error 

threshold. However, there is a lack of decoding latency benchmarks (only recently suggested 

in [44]) and a lack of integration benchmark that includes the quantum controller operation, 

the controller-decoder communication, and the connection to the actual quantum hardware with 

analogue signals. The proposed benchmarks provide the first steps for evaluating QECCP 

performance holistically. 

In the long term, we expect a dominant role in parallelizing classical calculations in the 

QECCP. The controlling system will need to parallelize many decoding tasks to keep track of 

the frame of each logical qubit, and then merge decoding tasks during multi-surface lattice 

surgeries. Thus, it would be beneficial to consider indirect benchmarks for evaluating a QEC 

operation runtime, including the time it takes to run multiple shots, to compile logical circuits 

into T-gate operations [61], and to load the circuit parameters (e.g., to synthesize circuit 

waveform sequences). In this context, an interesting benchmark will be the time it takes to 

perform embedded calibrations for the circuit parameters optimization (e.g., [21–23]). The 

quality of the optimization will eventually determine the physical error probability of the circuit 

which in turn gives rise to another possible set of benchmarks related to the decoder adaptation 

time. The decoder will be required to adapt its weights and estimates of the circuit noise (for 

example by using optimal noise estimation [62]) and to adapt to catastrophic events [27,63].    

We foresee that minimizing the benchmarks that we defined here while keeping high 

decoding accuracy will be at the core of quantum computation utility. Once the surgery latency 

is minimized, the effort will move towards minimizing the multi-surface surgery latency, and 

eventually the magic state distillation time. The distillation time is expected to determine de 

facto the whole quantum computation time for surface-code-based computation [48–50], 

which is currently the main expected route for reducing logical error rates. Finally, even if other 

promising QEC codes such as QLDPC codes will become dominant  [64–67], all properties 

and blueprints for QECCP that we describe here will still stand. Thus, having clear benchmarks 

that combine the complete requirements of a QECCP is a vital and fundamental component in 

the development of quantum computing.  

https://www.zotero.org/google-docs/?o19Prk
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S1 - The necessity of a feed-forward correction of a Pauli frame flip 

 We present here a short example that shows a case where a Pauli frame flip propagates 

to a non-Clifford flip after two non-Cifford gates. Without the loss of generality, let us consider 

the following example, where we want to execute two non-commuting non-Clifford gates:  𝑇 =

𝑑𝑖𝑎𝑔(1, 𝑒𝑖𝜋/4) followed by 𝑋1/4  (as in Fig. 3a), where the qubit experiences a Pauli 𝑋 error 

before the 𝑇 gate. After the 𝑇 gate, the 𝑋 frame is converted to a Clifford correction in the form 

of 𝑇𝑋𝑇† = (𝑋 + 𝑌)/√2. Then, after the 𝑋1/4 gate, the correction is converted to a non-Clifford 

gate (a 𝜋 rotation around the vector (
1

√2
,

1

2
,

1

2
))  which cannot propagate efficiently in software 

throughout the quantum circuit. Therefore, from this example, we can deduce that a detection 

of a Pauli frame changes must be corrected through a circuit modification (or an active pulse) 

before the Pauli correction becomes a non-Clifford correction. Specifically, if the error is 

detected during the decoding of the 𝑇 gate, it should be corrected before the execution of the 

𝑋1/4 gate.  
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S2 - How additional ancilla surfaces can ease the latency requirements 

As we explain in section III of the main text, and in section S1, fault-tolerant useful 

quantum calculations require feedback where the feed-forward type can change according to 

the specific non-Clifford gate (as in Fig. 1b). However, there is a scheme, namely the auto-

corrected 𝜋/8 scheme [S1], where the feed-forward logical gate remains independent of the 

executed non-Clifford gate. Moreover, this scheme can scale and ease the latency requirements 

with enough ancillary surfaces. The scheme can execute any Pauli (and multi-qubit Pauli) 𝜋/8 

gate, as shown in Fig. S1 for a single 𝑇 gate followed by a 𝑋1/4 
gate with two ancillary logical 

qubits for each non-Clifford gate. 

 Conceptually, the QECCP role does not change compared to the example in Fig 1 of 

the main text when executing a non-Clifford gate fault-tolerantly. That is, the execution of a 

planned gate includes an ancillary surface initialization stage, a lattice surgery stage, a logical 

measurement stage, and a feed-forward. The lattice surgery is performed between the surface 

that is initialized in the  |𝑇⟩ = |0⟩ + 𝑒𝑖𝜋/4|1⟩ state, the computational logical qubit (or qubits), 

and the |0⟩ ancillary surface, producing two measurement results 𝑚0 and 𝑚1. As in the example 

in the main text, it is only the outcome from the surgery with the magic state (𝑚1) that 

determines the feed-forward conditional operation that will be in the form of the measurement 

basis of the second ancillary surface, i.e., whether to apply a Hadamard gate to the data qubits 

of this surface just before they are measured. To successfully execute the planned non-Clifford 

gate, along with the subsequent non-Clifford gates, all four measurements, including those of 

the two ancilla surfaces, are required to determine the Pauli frame update for the computational 

surfaces. 

https://www.zotero.org/google-docs/?fbB6FF
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Figure S1.  Performing non-Clifford gates with the auto-corrected 𝜋/𝟖 scheme. (a) An 

example of the auto-corrected 𝜋/8 for performing a single 𝑇 gate followed by a 𝑋1/4 gate with  

2 ancilla surfaces. The scheme includes three stages (ancilla initialization, cyan; lattice surgery, 

blue; and measurement, purple), where the classical outcome of one of the surgeries (𝑚1) will 

determine the feed-forward in the form of a logical Hadamard gate to the second ancillary 

surface just before it is measured. Therefore, the second ancillary surface exhibits stabilizer 

rounds until the surgery decoding ends. This feed-forward (and also state initialization) is 

similar to every 𝜋/8 gate. (b) The surface view of the circuit in (a), with different decoding 

tasks in different colors. The threshold latency 𝐿𝑡ℎ is determined by the number of rounds 

needed for a fault-tolerant logical measurement. (c) An implementation of a similar logical 

circuit with four ancillary surfaces. The additional surfaces eliminate any gap between the two 

non-Clifford gates, since the feed-forward is directed to an ancillary surface rather than the 

computational one. (d) The surface view of the circuit in (c), showing how four ancilla surfaces 

reduce the computation time. Through this view, it becomes evident that another contribution 

to the reduction in computation time is achieved by decreasing the data analysed by the decoder 

(yellow decoding task), thereby reducing the circuit delay (𝛿1).  
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The auto-corrected 𝜋/8 scheme has additional advantages when allowing more than two 

ancillary surfaces. For example, when having four ancillary surfaces (as shown in Fig. S1c), 

the additional surfaces enable performing two non-Clifford gates without any gaps in time 

between the gates. This is enabled because the feed-forward is applied to an ancillary surface 

rather than the computational surface. This capability yields another advantage: as the 

computational surfaces don't require waiting, the decoder processes a reduced number of 

syndromes (depicted in yellow area in Fig. S1d compared to yellow area in S1b), resulting in 

an overall reduced feed-forward latency. Therefore, not only the second non-Clifford gate can 

start before the feed-forward of the first non-Clifford gate is applied, the additional ancillary 

surfaces enable a smaller latency, and thus a reduced logical clock. A similar effect will happen 

when six ancillary surfaces are available (Fig. S2a), where the difference compared to four 

surfaces is that three consecutive nonstop non-Clifford gates can be applied (and further 

nonstop gates if 𝐿 < 𝐿𝑡ℎ). Only when the number of ancillary surfaces increases to eight (Fig. 

S2b), 𝐿𝑡ℎ starts to increase without increasing the decoding task area. Fig. S3 presents the effect 

of increasing the threshold latency on the decoding latencies for various classical 

configurations. As 𝐿𝑡ℎ  increases, the requirements on the classical computation are relieved.

  

 

Figure S2. The 𝜋/𝟖 architecture for 6 (a) and 8 (b) ancilla surfaces. In both panels, the 

computational surfaces (|𝜓⟩) are continuously involved in a lattice surgery, i.e., without any 

stabilizer rounds where the computational surfaces are not involved in lattice surgery. Each 

main decoding task is encircled in a different color. Since there are three basic operations 

(surface initialization, lattice surgery, and logical measurement) at least eight ancillary surfaces 

are needed to increase 𝐿𝑡ℎ. 
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Figure S3: The effect of the threshold latency on the decoding latency. The decoding 

latency for different threshold latencies and classical parameters (denoted in panel (c)). If 𝐿𝑡ℎ 

is increased beyond 𝐿0, fault-tolerant quantum computation can be executed even when using 

a seemingly impractical classical decoder (large linear utilization 𝑈𝑙𝑖𝑛 and complexity 𝛼). 
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S3 - Analysis of the linear decoder behavior 

In this analysis we address the case where the feed-forward latency grows linearly with 

the number of data it receives, 𝐿(𝑁) = 𝜏0 + 𝑁/𝑇, with 𝜏0 being a latency offset and 𝑇 is the 

decoder’s throughput. As we explained in section III in the main text, if there is a round where 

𝐿(𝑛) > 𝐿𝑡ℎ (for simplicity let’s denote the latency of this round as 𝐿0), then the additional data 

in the following decoding task becomes 𝑁(1)(𝐿0) = 𝑁0 + 𝜆(𝐿0 − 𝐿𝑡ℎ). We note that the for 

surface code architecture, the syndrome arrival rate to the decoder can be expressed as 𝜆 =

𝑝𝑀𝑐𝑑2

𝑇𝑠
 where 𝑀𝑐 is the number of computational surfaces, 𝑑 is the code distance, 𝑇𝑠 is the time 

of a stabilizer rounds, and 𝑝 is the probability that a measurement is a syndrome defect. Thus, 

the additional data of 𝑁(1) compared to N0 arises from stabilizer rounds of the computational 

surfaces that wait for the next lattice surgery. Due to this additional data, the consequent feed-

forward latency becomes 

𝐿(1) = 𝜏0 +
N(1)

𝑇
= 𝜏0 +

𝑁0 + 𝜆(𝐿0 − 𝐿𝑡ℎ)

𝑇
= 𝐿0 +

𝜆

𝑇
(𝐿0 − 𝐿𝑡ℎ) = 𝐿0 + 𝑈(𝐿0 − 𝐿𝑡ℎ)  (𝑆1) 

where 𝑈 is the utilization of the decoder. Similarly, the latency of the next non-Clifford gate 

will be 

𝐿(2) = 𝐿0 + 𝑈(𝐿(1) − 𝐿𝑡ℎ) = 𝐿(1) + 𝑈2(𝐿0 − 𝐿𝑡ℎ) = 𝐿0 + 𝑈(𝑈 + 1)(𝐿0 − 𝐿𝑡ℎ), 

which we can continue recursively to the latency of the 𝑛’th non-Clifford gate, 

𝐿(𝑛) = 𝐿(𝑛−1) + 𝑈𝑛(𝐿0 − 𝐿𝑡ℎ) = 𝐿0 + (𝐿0 − 𝐿𝑡ℎ) ∑ 𝑈𝑘

𝑛

𝑘=1

= 𝐿0 + (𝐿0 − 𝐿𝑡ℎ)
𝑈(𝑈𝑛 − 1)

𝑈 − 1
.      (𝑆2) 

From Eq. (S2) we can see that the latency diverges with 𝑛 if the decoder’s utilization satisfies 

𝑈 > 1. This condition will occur if syndrome arrival rate to the decoder is larger than the the 

decoder’s throughput.  
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func initialize_surface(logical_qubit, state): 
 active_logical_qubits.append(logical_qubit) 
 for data_qubit in logical_qubit.data_qubits: 
  reset(data_qubit) 
  if state: 
   play(pi,data_qubit) 
 
func play_x(logical_qubit): 
 for data_qubit in logical_qubit.data_qubits: 
  play(pi,data_qubit) 
 
func measure_surface(logical_qubit,error_probability): 
 active_logical_qubits - = logical_qubit 
 return measure_qubits(logical_qubit.data_qubit_resonators, error_probability) 
 
func stabilizer_round(error_probability, round_time): 
 for logical_qubit in active_logical_qubits: 
  ancilla_bits=measure_qubits(logical_qubit.ancilla_qubit_resonators, 
error_probability) 
 wait_until(round_time) 
 return ancilla_bits 
 
func measure_qubits(qubit_resonators, error_probability): 
 discr_threshold=threshold(error_probability) 
 for i, resonator in enumerate(qubit_resonators): 
  measure(readout_pulse, resonator, demod(x)) 
  state[i] = x > discr_threshold 
 return state 
 
func initialize_surgery(logical_qubit1,logical_qubit2): 
 active_logical_qubits - = logical_qubit1 
 active_logical_qubits - = logical_qubit2 
 active_logical_qubits.append(logical_qubit1+logical_qubit2+sugregy_qubits) 
 for data_qubits in sugregy_qubits.data_qubits: 
  reset(data_qubit) 
 
func terminate_surgery((logical_qubit1,logical_qubit2),error_probability) 
 measure_qubits(sugregy_qubits.data_qubits, error_probability)) 
 active_logical_qubits - =(logical_qubit1+logical_qubit2+sugregy_qubits) 
 active_logical_qubits.append(logical_qubit1) 
 active_logical_qubits.append(logical_qubit2) 
 

Listing S1: Pseudocode for the macros in the benchmark definitions. Color coding is the 

same as in Listing 1 in the main text. The parameter discr_threshold is the discrimination 

threshold, chosen such that white noise in the analog channels will have a probability according 

to the error_probability that can probabilistically create an error for a specific qubit resonator, 

given the measurement history (denoted by meas_history which includes all measurement 

results so far) to be above it. We define the benchmarks for a 7-to-1 readout multiplexing so 

that a Surface-49 will have 7 pairs of analog channels for all measurements. We note also that 

the command reset can be defined as a macro with iterations in quantum-real-time to reach a 

high fidelity. 
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Table S1: Simulation parameters 

Figure 4a (purple) 4b 4c 4d S3 

code distance d 5 

syndrome probability 𝒑 0.01 

# computational 

surfaces 𝑴𝒄 

2 

number of initial 

syndromes 𝑵𝟎 

3𝑝𝑀𝑐𝑑3 

latency offset 

coefficient 𝜏𝟎 

 3 

latency linear 

unitization 𝑼𝒍𝒊𝒏 

 variable [0.6, 0.9, 1.1, 1.5] 

latency prefactor 𝜏𝟏  𝑈𝑙𝑖𝑛/𝑝𝑀𝑐𝑑2 

latency complexity 

factor 𝛼 

 variable 1 [0.9, 1, 1.1] 

Initial latency  𝑳𝟎  𝜏0 + 𝜏1(𝑁0 )𝛼 

threshold latency 𝑳𝒕𝒉 11 [11, 15, 25] 
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